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Winter 24 Math 266B Discussion Supplements

1 Discussion 1

Review: First-order linear PDEs and Method of Characteristics.
(References: Shearer and Levy Chapters 1 and 3.)

Given a first order linear PDE, for an unknown function u(z, y) of two variables, of the form
a(x, y)uz + bz, y)u, = 0.

To solve the equation above, we employ the method of characteristics as follows. The main idea here is that
along a parameterized curve, the above PDE then reduces to an ODE (or possibly a system of ODEs), which can
then be solved easily.

This idea is better illustrated with an example, which we shall see below.
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Example 1. Solve the following first order PDE using method of characteristics

Yuz +uy =0, u(z,0)= 23 forallz e R, foraz,yeR. (D

Suggested Solutions:
Method 1: Considering a parametrized curve of the form (x, y(z)).

First, note that if y = 0, then u(x, 0) is just as given above. Thus, we will consider a given (z,y) € R? such that
y # 0. From the PDE, this implies that

1
Ug + —Uy = 0. 2
Yy

Now, by writing u(z, y) = u(z, y(z)), the total derivative with respect to x is given by

d Oou  dy ou
@U(%ZJ(%)) = or + dr 0y 0 3)
by PDE (2)
if we set d )
y —
vy @
Solving (4) yields
2
%:x—&—C:yQ(x)—Qx:C’ (5)

for some constants® C' and C’. Hence, observe that
1. The characteristic curve is given in (5) as the solution to the ODE (4).

2. (3) tells us that %u(x, y(x)) = 0, which implies that along the characteristic curves parametrized by
(z,y(x)), u is constant.

Now, given any (x,y) € R? (with y # 0), this must lie on some characteristic curve. To determine the charac-
teristic curve that (z, y) lies on, it suffices to determine the value of C’ in (5). This implies that

C'=y? -2 (6)

is the corresponding parameter that gives the characteristic curve that passes through (z, y). Tracing along this
characteristic curve back to y = 0, by (5), this happens when
Cl

0-2z=0C" = T=—a

Now since u is constant along the characteristic curve (z,y(x)), we have

c’ cn\? 1
o) o) o o(-50) = (-F) g0t -]
along char u constant along char initial data 6)

2Here, we absorb 2 into C' and write it as C’ for convenience.
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Method 2: Considering a parameterized curve of the form (z(s), y(s)) (with an additional parameter s). Recall
that the PDE is given by
YUy + lu, =0 7

By writing u(z,y) = u(z(s), y(s)), the total derivative with respect to s is given by

d _ da(s) Ou dy(s) Ou B
e = S P a.ue) + I ee).u) 2 0 ®
by PDE. (7)
if we set o)
)y (s),
ds .
Solving the system of ODEs in (9), we have
z(s) = (0) + y(0)s + 5, 10)
y(s) = y(0) + 5.

Now, given any (x,%y) € R? (with y # 0), suppose that we would want to connect to (x, %) via the characteristic
curve at parameter value s from the initial data along y = 0 (with s = 0 corresponds to starting along the initial
data). This implies that y(0) = 0 and x(0) = z, for some z¢ € R (to be determined). In other words:

* (2(s),y(s)) = (z,y), and
¢ (LL'(O),y(O)) = (1‘070)_

Plugging these into our solution in (10), the second equation implies y = s. Substituting this into the first

equation, we then obtain
2 2

x:m0+%:>x0:x—§. 1D

Furthermore, recall that (8) implies that « is constant along characteristics. Starting from (x,y) and tracing
along the characteristic curve with zy determined in (11), similar to Method 1, we have

2 3
_ — — _y - I T CT- A YA
u(z,y) = u(xz(s),y(s)) = u(xz0,0) = u (x 5 ,0> = x 2) ( 2z)° |
along char u constant along char 11 initial data

O

Remark: In physical terms, by an appropriate change of frame of reference (ie coordinates), we can
“reduce” the first-order PDE to a system of ODE. If u represents the amount of some quantity, = represents
time, and y represents (one-dimensional) space, then we can think of the characteristic curves as “following the
flow of a quantity”, in which the evolution on the quantity will be governed by an ODE (with additional ODE
describing how the coordinates should change to “keep up” with the flow). On the other hand, we can think of
the PDE as the description of the evolution/flow of a quantity u in a stationary frame of reference (coordinate
system). In fluid dynamics, these correspond to:

* Eulerian coordinates: Recording the flow of a quantity in a fixed frame of referece.

* Lagrangian coordinates: Recording the flow of a quantity with a frame of reference that is moving along
with the flow of the quantity itself.

This is illustrated better with the derivation for the solution to a first order linear PDE with constant coefficients
below:



Winter 24 Math 266B Discussion Supplements

Example 2. Solve the following first order PDE using method of characteristics

u +auy =0, u(0,2) =up(z) forallz e R, for (t,z) € (0,00) x R.

Suggested Solutions: Considering a parametrized curve of the form (¢, z(¢)). The PDE is given by
us + auy, = 0.

Now, by writing u(¢, x) = u(t, z(t)), the total derivative with respect to ¢ is given by

iu(t z(t)) = @ + dl@ =0
de 7 SOt dt Oz~~~
PDE

if we set

do _

a "
Solving the ODE above yields

z=at+C. 12)

for some constants C, with u constants along characteristics. Given any (¢, z) € (0,00) x R, from (12), we have
that the characteristic curve that passes through (¢, z) has the following value of C:

C=uz—at.
Tracing along this characteristic curve back to ¢t = 0, by (12), this happens when
x=C.

Now since v is constant along the characteristic curve (¢, z(t)), we have

u(t, x) = u(t, z(t)) = u (0,C) = U (C) = uo(x — at).

along char u constant along char initial data

Remark: In the example above, the equation

dx
= _a
dt
represents the speed of the “moving reference frame” (measured with respect to the canonical/stationary (¢, x)
coordinates).
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Additional Considerations for Method of Characteristics.

We might face potential problems when we are trying to solve a PDE by the method of characteristics. These
includes

* Multiple values at a given point. This can happen if there exists two (possibly) different characteristics
with different values of (constant) u along these characteristics connecting to the given point.
(In mathematical terms, this corresponds to a lack of uniqueness of solutions to the PDE.)

* No possible value at a given point. This happens if there are no characteristics from the auxiliary boundary
conditions that connects to the given point.

(In mathematical terms, this corresponds to a lack of existence of solutions to the PDE.)

Let us explore this and several other related phenomena in the example below.
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Example 3. Consider the PDE consisting of the unknown function u(x, y) given by
Uy + 3x2uy =u,

with boundary conditions
u(z,0) =23 forallz >0
u(0,y) =y? forally > 0.

—~

(i) Solve for u(z,y) for z,y > 0.
(i) What happens if we do not impose the boundary conditions along y = 0?

(iii) Note that your solution in (i) is in general not C! across the curve y = 2®. What can you attribute
this phenomenon to?
(Recall that C' here means once continuously differentiable.)

\.

Suggested Solutions:

(i) Consider the parametrized characteristic curve given by (x(s),y(s)). Writing down the total derivative,

we have | q da(s) 0 1y(s) B
d x(s) Ou  dy(s) Ou
(s) = — = ——"—+ —F—=u( 1
§u(s) = goulale).y(s) = S22 G+ ST T u() (13)
by the PDE if we set
E=1
ds ’
i}—l: = 322
Coupled with the ODE for u(s) in (13), we have
dz(s) _
ds )
WD = 322(s), (14)
dzfj) = u(s).
The solution to the first equation is given by
z(s) = z(0) + s, (15)
while the solution to the third equation is given by
u(s) = u(0)e’. (16)

Plugging x(s) into the second equation and solving the ODE for y(s), we have
y(s) = y(0) + (x(0) + s)> — z(0). a7

Note that there are two boundary conditions given. We shall start with the boundary condition along
x = 0 (y—axis). For this boundary condition, for any given (z, y) for z,y > 0, we would like to trace along
a characteristic curve (z(s), y(s)) such that

* (2(0),y(0)) = (0,y0) (for some yy > 0 to be determined), and
* (2(s),y(5)) = (z,y).
Plugging these conditions into (15) and (17), we can then determine that
Yo=y—x>, s=ux. (18)
Together with the evolution of u along characteristics (16), this then implies that

U(CE, y) = u(‘L(é) y(é)) u(O, yO)es =u (07 Yy — xd) ew = (y - $3)26$. (19)

N
(16

=

Coad
& Note that (19) only works if g = y — #® > 0. This implies that for points with y — 2* < 0, we might
have to utilize the boundary conditions along y = 0 (x—axis).
h
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To do so, starting from (0, zo) up to (z(s),y(s)) = (z,y), we have from (15) and (17),
zo= (2> —y)'3, s=z—zo=a— (2 —y)'/5 (20)

Here, x( is now positive if y — 23 < 0.

This then implies

ul, y) = u((s), y(s) = u(@(0),y(0)e = u (2 = )%, 0) =" =y~ BT 1)

This time, we see that 2o > 0 if yo < 0. This implies that applying the boundary condition for (-, 0) along
the positive z—axis is valid. Henceforth, we obtain the solution for the entire domain x,y > 0 as follows:3

3\2,a 3
u(:c,y):{(y x%)%e for y > x°, 22)

1 .
—(y—23)er @ for y < ad.

The following diagram summarizes the above computations:

4
1 Y7 %> 3
y

fdo':-O

b

Vd Py )
(llllll(lll'lflllx-

XoZ7Q

(ii) As seen in the diagram and computations above, not imposing boundary conditions along y = 0 would
imply that solutions in the region y < 2® might not exists as no characteristics pass through points in that
region.

(iii) This can be attributed to the lack of regularity of the boundary. In the equation above, the curve in
which we prescribe boundary conditions along has a “kink” at the origin.
(In mathematical terms, we say that the boundary is not necessarily smooth, though its possibly Lipschitz.)
Note that this cannot be attributed to lack of smoothness across the initial data, since the initial data
is actually C! along the two different paths (along the axes) to the origin.

O

3Note that along y = 23, we must have yg = 0 and xo = 0. Hence, u(zo,yo) = 0, which from (16) implies that u(z,y) = 0 for all
points along the curve y = x3. This is consistent with (22), in which u(z, y) from both sides of the curve y = 23 vanishes.

3



Winter 24 Math 266B Discussion Supplements

Qual problem(s) for additional practice:

7

Exercise 1. (Spring 22, Problem 6, Hyperbolic.)
Using the method of characteristics, solve

1

TUy +yuy =u, u(z, 1) = o2

for u(z,y) with y > 0.
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2 Discussion 2

Semilinear first-order PDEs.
(References: Shearer and Levy Chapters 3.3, 3.4)

In this discussion, we will look at two different types of nonlinear first-order PDEs. The first is known as the
semilinear first-order PDEs, with the following general form:

a(l‘v yv U)UI + b(l‘, y7 u)uy = C(JJ, ya u)'

The method of characteristics with the appropriate boundary/initial conditions covered in Discussion 1 can be
employed directly to solve the PDE on its domain of interest. Henceforth, similar concerns with regards to the
lack of existence and uniqueness of solutions to this PDE carry over too. In particular, recall that we might face
the following issues:

* Multiple values at a given point. This can happen if there exists two (possibly) different characteristics
with different values of (constant) u along these characteristics connecting to the given point.
(In mathematical terms, this corresponds to a lack of uniqueness of solutions to the PDE.)

* No possible value at a given point. This happens if there are no characteristics from the auxiliary boundary
conditions that connects to the given point.
(In mathematical terms, this corresponds to a lack of existence of solutions to the PDE.)

In fact, when two characteristics collide, we say that the solutions break down at that point. Without loss of
generality, we consider an equation of the form:

ug + b(t, x, u)uy = c(t, z,u). (23)
To determine this point in which the solutions break down, we can either:

* Obtain the expressions for the characteristic curves directly and see if these curves actually collide; or

* Following Shearer and Levy’s Book Section 3.4, since solutions break down at the time in which two
characteristics carrying different values of u collide, we must have u, — oco. To investigate when this
happens, we take the partial derivative with respect to « on (23) and investigate the resulting PDE for
D= Ug.

We will see more examples of investigating solutions that break down via the first method in a future discussion.
For now, we will illustrate the second method in an example below.
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.

Example 4. Consider the forced invisid Burgers’ equation for an unknown quantity u(¢, x):

ug+uu, =1—u for (t,z) € (0,00) X R,
u(0,x) = g(x) for (t,z) on {t =0} x R.

(i) Show that on all characteristics, u(t) — 1 as t — oo, independent of the value of g(x).

(ii) Recall from Section 3.4 of Shearer and Levy’s book that for the inviscid Burgers’ equation, method
of characteristics fail if ¢’(z) < 0 for some = and we can identify the time of its failure by studying
a PDE for p := u,.

Show that in the forced Burgers’ equation, the method of characteristics fails if ¢'(z) < —1 for
some z.

Suggested Solutions:

®

(i)

Consider a parameterized curve of the form (¢, z(¢)).* By writing u(¢, z) = u(t,z(t)), the total derivative
with respect to ¢ is given by

) L
at" Tt T e Tt o~
PDE
if we set
dx
— =1
dt
Hence, the system of ODEs to be solved is given by
da(t) _
dt = U(t), (24)
{dgg‘f) =1 —u(t).

From the second equation, we can solve using separation of variables to obtain
u(t) =1— (1 —u(0))e " (25)

Consider an arbitrary starting point zo along ¢t = 0. Then, u(0) = u(0,29) = g(xo). Thus, along the
characteristic curve determined by the ODE for z(t) in (24), from (25), we have

ut,z(t)) =1 — (1 — g(wo))e".

Observe that
lim u(t) =1

t—o0

independent of the starting point x¢ (and hence independent of the characteristic curve of interest).

Following the method outlined in the previous page, we take the partial derivative with respect to = on
the PDE to obtain
Ui + (Ug)? + Wy = —Uy.

Furthermore, differentiating the initial data with respect to « yields u,(0,z) = ¢'(z). Now, let p := u,.
Then, p satisfies the following PDE:

P+ upy = —p* —p for (t,z) € (0,00) x R,
p(0,2) = ¢'(x) for (¢t,x) on {t =0} x R.

Let p(t,z) = p(t,x(¢t)). By the method of characteristics, if we set d‘fi—gt) = wu(t) (which is consistent with
(25), implying that p shares the same family of characteristic curves with «), then we have the following
ODE for p:

dp(?)

L = —pt) - (). (26)

41f we see 1 - ug + ... in our PDE, it is likely that a parametrized curve with time as a parameter (ie (¢, z(t))) would work out well too
and possibly simplify some of the computations as compared to using (¢(s), z(s))).

3@
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Now, suppose that the characteristic curve starts from some zy € R at ¢ = 0. This implies that along the
“common” characteristics, we have

p(0) = u(0,2(0)) = ux(0,z0) = g’ (wo)-

Henceforth, the question reduces to:
For what range of initial data g'(x() can we solve the ODE in (26) globally in time?

This is a problem that is more suitable using techniques in nonlinear ODEs (ie Math 266A or Math 134).
One method to do this is to solve the ODE by separation of variables and analyze the exact solution.
Another method is by using a phase portrait, which we will employ here.

By looking at the phase portrait for the ODE in (26), there are two equilibrium points p = —1 and p = 0,
in which the ODE is approximately linear close to each of these equilibrium points. Since p = 0 is a stable
point, initial data with p(0) € (—1, co) will approach 0 as ¢ — oo. On the other hand, since p = —1 is an
unstable point, with % ~ —p? for large p, we see that for initial data with p(0) < —1, it will exhibit finite
time blow up® (and hence solutions cannot exists globally in time). Hence, a global solution does not
exists for p(0) < —1, implying that the method of characteristics will fail for the forced inviscid Burgers’

equation if there is a point x such that ¢'(z) < —1. O
forced unforced,
. L h— a
p=-9¢-°P p=-P
-t o °
Rine fme pe e Stolde
dod-uf m—u?
px-P p=-¢"

Remark: It is worth comparing the above argument to that for the (unforced/free) inviscid Burgers’
equation. By repeating the arguments in the Shearer and Levy’s book, the analogous ODE for p is given by

dp _ >
dt ’

There is only one equilibrium point; the half-stable point (stable from the right) at p = 0. Hence, for initial
data p(0) < 0, the flow is directed away from the equilibrium point towards —oo with ‘;—Iz = —p?, hence
exhibiting finite time blow up.

Note that the method of characteristics can be generalized easily to R™. The example on the next page illustrates
this.

5A well-known heuristic for nonlinear ODEs of the form i—f = p®isthat « < 1 = lack of uniqueness, while « > 1 = potential
finite time blow-up.
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Example 5. (Spring 17, Problem 1(a), Hyperbolic.) Let p : (¢,z) € [0,00) x R® — R be an unknown
function satisfying the continuity equation:

pe+ V- (Up) =0 for (t,z) € (0,00) x R3,
p(0,z) = po(z) for (t,z) on {t = 0} x R?,

with 7: 2z € R?® — R3.

Represent p in terms of py using the method of characteristics, assuming that ¢ is Lipschitz continuous.
Explain where the Lipschitz continuity assumption is used in the argument.

\.

Suggested Solutions:

By the product rule, we have
T Vp+ (V- 5)p=0. @7

Consider a characteristic curve of the form (¢,x(¢)), with x(¢) € R®. By writing p(t,x) = p(¢,x(t)), the total
derivative with respect to ¢ is given by

dx(t)

d .
g x®) =pe+ Vo —p= = ~(V-d)p

if we set ax(t)
e v(x(t)).

Hence, we reduce the continuity equation into the following system of ODEs:

) — (7. g)(x(t)) - plt),
o _ - -
{ddi) = (x(1)).

Since 7 : R?® — R3 is (globally) Lipschitz continuous, by Picard-Lindelof theorem, there exists a unique global
solution for the ODE for x(¢) in (28) with any initial data. This implies that we have

x(t) = x(0) + /0 F(x(s))ds. 29)

Furthermore, since ¥ : R® — R3 is Lipschitz continuous, by the Rademacher’s theorem®, it is differentiable
almost everywhere. Henceforth, —(V - ¥)(-) is Lebesgue integrable on R3. This implies that we can solve the
ODE for p(¢) in (28) to obtain

p(t,x(t)) = e~ Jo (VDN (0, x(0))
= ¢~ SO (TDC()ds ) (x(0))
t
= e Ty, (x0) - [ alxo)as).
0

~—
29

(30)

Hence, for a given (¢,x), we can solve the ODE for x(¢) backwards in time to obtain the value of x(0) at ¢ = 0
as described in (30). Denote the ODE solution as I'(s; x) for each 0 < s < ¢ with I'(¢; x) = x. By repeating the
above arguments but replacing x(¢) with I'(¢; x), we have

t
p(t’ X) — e fO/(Vﬁ)(F(S;X))dSPO (X _ / 17(1"(.9, X))dS) i (31)
0

s

Remark: Part (ii) of this qual problem (together with part (i)) is available under “qual problems for

additional practice:”

®Rademacher’s theorem says that Lipschitz continuous <= Differentiable a.e.



Winter 24 Math 266B Discussion Supplements

.,Fﬁj
/ Fully nonlinear first-order PDE and Hamilton-Jacobi Equations.
(Evans Chapter 3.2 and 3.3.)

Let us consider a general nonlinear first-order PDE for the unknown function u(z) : R™ — R as follows:
F(Vu,u,2) =0 forx e U,
u=gq onl,

where I' C 90U, g : I' — R are given.
To solve this PDE by the method of characteristics, we first consider a curve that is parametrically described by

x(s) = (z*(s),--- ,2"(s)), with s € I C R in some interval I. Assuming that u € C?(U), we also define
2(s) :== u(x(s)) (32)
and ‘
p(s) == Vu(x(s)); ie. p'(s) = ug,(x(s)) Vi. (33)

Here, p records the derivatives of u. Note that this is not done in the method of characteristics for semilinear
first-order PDE. The objective remains unchanged - choose the function x(-) such that we can reduce the PDE
into a system of ODEs (which Evans call this the characteristic ODE).

Following the derivation in Evans (Section 3.2.1), if we view the PDE as

then the characteristic system of ODE is given by

p(s) = =V F(p(s), 2(5), x(s)) = V2F(p(s), 2(s), %(5))P(5),
(s) = VpF(p(s), 2(s),x(s)) - P(s), (34)
x(s) = VpF(p(s), 2(5), %(s)).

Hence, with the right boundary conditions, one can solve any nonlinear first-order PDE by instead solving a
system of 2n 4+ 1 ODEs in (34).

An example of a fully nonlinear first-order PDE on the quals is the Hamilton-Jacobi (HJ) equation. These
equations are in the form:

(35)

ug + H(Vgyu) =0 for (t,z) € (0,00) x R”,
u=yg for (¢,x) on {t = 0} x R™,

Here, u : [0,00) x R™ is the unknown function with (¢, z), H : R™ — R is the Hamiltonian.

Note that solutions to the HJ equation in general are only Lipschitz continuous, so a notion of weak solution is
required, with the appropriate assumption. For more information, see Chapter 3.3 in Evans.

To solve the HJ equation, we first define the notion of a Legendre transform as follows:

L*(p) :== sup{p-v—L(v)} forpeR".
veER™

Suppose that:

* The mapping p — H(p) is convex,

o |5 H )
hnﬁp%wx ‘g)

= OO’
we define L := H*, known as the Lagrangian, which satisifies
* The mapping p — L(p) is convex,

; Lp) _
o hm‘p‘_H)C W = Q.
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Nonetheless, we have the following theorem:

e

Theorem. Let L be the associated Lagrangian to the HJ equation in (35) obtained by taking the Legendre
transform of H. Then, a weak solution to (35) is given by

u(t,z) = min {tL (“"t_y) +g(y)}. (36)

yeR™

Here, (36) is known as the Hopf-Lax formula. We will look at an example of utilizing this in the problem below.
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Example 6. @ (Spring 21, Problem 8, Elliptic.) The function u : [0,00) x R — R satisfies the
equation:

w4+ 2 (ug)? =0 for (¢t,x) € (0,00) x R,
u(0,z) = for (¢t,z) on {t =0} x R.

1
2(2211)

(i) Show that solution found by method of characteristics is only valid for a time interval 0 < ¢ < T.
What is the value of T°?

(ii) Derive a formula for u(¢,0) for all ¢ > 0.

. J

Suggested Solutions:

(i) Note that this is a fully nonlinear first-order PDE, so we have to use the formula in (34). To do so, let
z(s) == u(x(s)) and p(s) := Vu(x(s)), and see that

Solving the ODE in p(s) implies that p!(s) = p*(0) and p*(s) = p*(0). Plugging this into the ODE for z(s)
implies

2(5) = 2(0) + (p(0) + (4(0))") s. (37)

Similarly, plugging this into the ODE for x(s) while setting ¢(0) = 0 implies

()= (o) a2
)>) < O)s) '

Now, let (i((z))) = (i) . and (t ) <O> Plugging this into (38), we have

x =z + p*(0)t. (39)

A
cn%

To determine p'(0) = (0, z0) and p*(0) = (0, z¢), differentiating the initial data with respect to z gives

Zo
ugp(0,20) = ———5—.
(1+x5)?
Using the PDE, we have
1 2 x(z)
u(0,20) = *5(%(07%0)) = Tt

Plugging the value of p?(0) into (39), the characteristic curves are given by

Lo

A+a22 (40)

r =T —
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(ii)

Recall that the method of characteristics works up till when two characteristic curves intersect. Hence, let
(z,t) be in which two different characteristic curves intersect, characterized by different x( (ie z¢ and ).
Hence, we have

r =0 — ﬁt, (41)
> = o = it
Eliminate for z in (41), we have ~
p=— 07T (42)

o _ Zo
(1+22)? (1+202)2

Iterating over all possible zy and %y, this implies that two different characteristic curves first intersect at

T = inf o — %0
To#£Z0 (

(43)

) _ fo
1+22)2 (1+402)

Here, we employ the Hopf-Lax formula as in (36). Since H(p) = %, we can compute its Lagrangian by
computing the Legendre transform as follows:

L(p) := H"(p) = sup{p-v — H(v)} = sup{p- v - %}.

Using standard techniques for unconstrainted optimization in R, we can show that the supremum is
obtained when v = p, and thus
2 2
p

p
Lip)=p-p— 2 =L
(p)=p-p 5 =3

Using the Hopf-Lax formula, we have

u(t,z) = min {tL (I — y) +g(y)}

NGO 1
u(t,0) = I;gﬂrg{t 5 SO 1)} (44)

. [v? N 1
— min —_— —— .
Wek | 2t 2012 + 1)

. . . 2 . . . .
To optimize the function f(y;t) = %; + m, we take the derivative with respect to y to obtain

of
dy

) Y
N A —
(y7 ) t (1 + yg)g
The stationary point(s) are
y=0, 1+y*=1, ift > 1,

45
y=0, ifo<t<1. (45)

For ¢t > 1, observe that y = 0 corresponds to a local maximum, while the two values of y as solutions to
1 + 3?2 = V/t corresponds to a symmetric local minimum. Hence, the minimizer is given by the values of y
for which 1 4 y? = V/t.

For 0 < ¢t <1, y = 0 is the only stationary point and is a local minimizer.

Combining these facts, we thus have

forO0<t<1,

6
fort > 1. (46)

1
u(t,0) = {%/{1 +
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Qual problems for additional practice:

~ ~

Exercise 2. (Spring 15, Problem 3, Hyperbolic.)
Solve for u : [0, 00) x R? that satisfies

Ou; 2 Ju; 2 ;
E(t,x) + Z a—xj(t,x)uj(t,x) = —u;(t,x) x € Rt e (0,00), for each i

with initial conditions

Exercise 3. (Spring 17, Problem 1, Hyperbolic.) Let p : (¢,z) € [0,00) x R* — R be an unknown function
satisfying the continuity equation:

pe+V - (Up)=0 for (t,7) € (0,00) x R3,
p(0,2) = po(z) for (t,z) on {t = 0} x R?,

with 7: 2z € R?® — R3.

(i) Represent p in terms of py using the method of characteristics, assuming that ¢ is Lipschitz contin-
uous. Explain where the Lipschitz continuity assumption is used in the argument.

(ii) Suppose that V-v > —11in R® and py = x{js|<1}, Where x4 denotes the characteristic function of
a set A. Show that ; := {z : p(1,z) > 0} has volume greater than 4/3.
(Hint: You may use the fact, which follows from your answer for (i), that the solution of u;+Vu-9 =
0 shares the same characteristic path as p.)

Exercise 4. '@ (Spring 16, Problem 4, Elliptic.)
Solve the Hamilton-Jacobi equation

¢t+|¢z|:O, l’gR,t>0

with initial data

0 forz<0
0 = -
$(0,) {1 for z > 0.

Exercise 5. ’@ (Fall 16, Problem 4, Elliptic.)
Consider ¢(t,z) : [0,00) x R" — R solving the Hamilton-Jacobi equation

¢ +|Ve| =0, ze€R", t>0

with initial data
#(0,z) = max{|ac|2 —1,0}.

Show that ¢(z,t) = 0 when ¢t = |z| — 1.
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Exercise 6. (Spring 23, Problem 5, Elliptic.) Consider the one-dimensional PDE

i+ 3w =0 for (1.) € [0,00) x .
0 forz<O
u(0, ) {1 for z > 0 or (b on = 0p x .

u(t,z) — 0 as x — —oo, and
u(t,z) = lasz — oo.

(ii) ’@ Derive the weak solution to the PDE.

if you use it.)

(i) Show that the PDE does not have a travelling-wave solution that is compatible with these boundary
conditions, even when the derivatives are interpreted in the sense of distributions.

(Note: You do not need to derive the Hopf-Lax formula, but you should state the formula carefully
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3 Discussion 3

I Fourier Series and Separation of Variables.
(References: Shearer and Levy Chapters 6 and 7).

For this discussion, the emphasis is on solving boundary value problems, i.e, considering a finite domain in
space such that we impose certain values on the unknown function « and/or its derivative u, on the boundary
of the aforementioned space. In other words, we will be solving PDE problems (i.e say diffusion equation) that
look like this

ug(,t) = Vg (x,t) in (a,b) x (0,00),

u(a,t) = f(t) on {z =a} x [0,00),

u(b,t) = g(t) on {x = b} x [0, 00), “47)
u(z,0) = ¢(z) on [a,b] x {t = 0}.

These PDEs are amenable to a technique known as the separation of variables, in which one looks for a solution
of the form u(z, t) = X (2)T(¢) for some functions X and 7. More details on this will be provided in the example
below.

Before we try to solve some of these, here are some results covered in 266A that will be useful:

* For an ODE for y(z) of the form (py’)’ + qy = —Awy, with p, ¢, w as functions such that p, ¢, w, and p’ are
continuous on [a, b], p(z), w(z) > 0 for all x € [a, b], the problem has a separated boundary conditions of the

form:
ary(a) + azy’(a) =0, «i,as not both 0,

B1y(b) + B2y’ (b) =0, i, B2 not both 0,

then we say that it is in Sturm-Liouville form. This implies that the eigenvalues A1, - - - are real with \,, — oo
as n — oo, and the normalized eigenfunctions forms an orthonormal basis under the w-weighted inner

product (f, g) f f(x (z)dx for L%([a, b]).

* The set {cos (m) 120, U {sin (%) }22 , forms an orthonormal basis under the usual inner product (f, g) =
f f(z)g(x)dx for L*([-L, L)) for any L > 0.

* This implies that for any f € L?([—L, L]), we can express it as its Fourier series as follows:

f(z) = 1a0+2(an005 (nz$)+b Sln(nZQj))

with

1 [ nwT
an:—/LCOb (T) f(z) forn >0,

and .
1 nwT
= — i _— > .
L/_L51n< T )f(x) forn>1

* The Fourier series always converges in L? to the function that is trying to represent, pointwise at every x such
that f(z) is continuous, and converges to % (f(z~) + f(z™)) at every = for which f(z) is discontinuous.

* If a function is only defined on [0, L], we can consider the even f.(z) and odd f,(z) extension of the function
o [-L, L]. Since f.(z) is even, we have b, = 0 and a,, = 2 fOL cos (27%) f(z)dx, and the corresponding series
representing is thus valid on the original domain of f, on [0, L]. Similarly, since f,(z) is odd, we have a,, = 0

and b, = 2 fo sin (272) f(x)dz.

With that, we are ready to solve a PDE by separation of variables as follows.

%
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Example 7. (Spring 17, Problem 5, Hyperbolic.) Consider the following PDE

g (2, 1) = uge (2, 1) in (0,1) x (0, 00),

U, (0,8) =0 on {z =0} x [0, 00),

u,(1,t) =0 on {x =1} x [0, 0), (48)
u(z,0) = (s — Dz on [0,1] x {t = 0},

ut(x,0) =0 on [0,1] x {¢t =0},

for a constant s € R.

(D @ Solve the PDE.®
(ii) Define
1
e(t) = / (ut(x,t))2 + (ux(x,t))gdx.
0

Show that e(t) = (s — 1)2.

aIf you look at the actual problem, it gives a hint to ask you to consider an even extension of the initial data. However, if you
are solving the PDE by separation of variables, this is not necessary or required.

\.

Suggested Solutions:

(i) Here, we will attempt to solve this by separation of variables as follows.

Step 1: Look for separable solutions and derive boundary conditions.

Here, we look for non-trivial solutions’ of the form
u(z,t) = X(z)T'(t)
(ie separable). Using the Neumann boundary conditions, this implies that
uz(0,t) = X' (0)T(t) =0, and u,(1,t) = X" (1)T(t) = 0. (49)

From the first equation, either X’(0) = 0 or 7'(¢) = 0 for all ¢ > 0. However, the latter implies that
u(z,t) = X (x)T(t) = 0 since T is now the zero function, and we obtain a trivial (zero) “solution” to the
above PDE, which clearly does not satisfy u(z,0) = (s — 1)z. Similarly, one deduces that X’(1) = 0. In
summary,

X'(0)=X'(1) = 0. (50)
Plugging this into the PDE, we get
u(z,t) = X ()T (t)

Uz (@, t) = X" (2)T(¢) (51)
Ut (@, ) — Uge(z,t) = X(2)T"(t) — X" (2)T(t) = 0.

Dividing both sides of the equation by X (z)7'(t),® we obtain

X”(x) B w
X(z) T (52)

7“Is zero a solution” can be easily checked by substituting it into the PDE such that it satisfies the initial condition. Thus, it makes sense
to just search for non-zero solutions.

8We did not discuss about the possibility of X and T being 0 at a point. Most books, not even Shearer and Levy, discuss this. The
most convincing argument I have for you (at least, I am convinced) is that we use the argument in (53) as an intuition, and then come
back to (52) and postulate that X (z) are solutions to the eigenvalue problem X’ (z) = —AX(z) for A independent of = and ¢. Note that
philosophically, this makes sense because when we write an ansatz/guess to the PDE, we are already restricting the functions that we are
looking for to a smaller space. If it ends up not working, then it implies that either the restriction is too restrictive (say you have an ansatz
u(z,t) = 1) or there really is no solution. Substitute this into (51), we obtain X (z)T"/(t) = —A\T'(¢t)X (x). Since this holds for all z and
t, we pick a point z* such that X (z*) # 0, and then divide by X (z*) on both sides to obtain 7"/ (t) = —A\T'(¢). If such a point does not
exists, this implies that X (z) = 0 for all z, and thus u(z, ¢) = X (z)T'(¢), the trivial solution.
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Since the LHS of (52) only depends on x, and the RHS of (52) only depends on ¢, then (52) is equals to a
constant. One way to understand this is that if = varies while keeping ¢ fixed, it does not change the value
on the right. This implies that it must be a constant in x for any given ¢. Using a similar argument, we
then have that it is a constant in ¢ for any given x.° Thus, (52) becomes

B X”(I) _ T//(t)
X () T(t)

=\ (53)

where ) is a constant. In fact, this constant must be a real, since )\ here is viewed as the eigenvalue to
the problem — X" (z) = AX (z) with boundary terms X’(0) = X’(1) = 0. This makes it a Strum-Liouville
problem and hence, the constant A must be real.

Step 2: Solve the corresponding eigenvalue problem in X.

Now, we would like to solve the eigenvalue problem

—X"(z) = 2X(z)
X'(0) = X'(1) =0

to obtain the corresponding eigenvalues and more importantly, eigenfunctions. If A = 0, then X (z) =
Ax 4+ B. Using X'(0) = X’(1) = 0, we can only determine that A = 0. Thus, X(z) = B, an arbitrary
constant, is an eigenfunction. In particular, the function 1 is an eigenfunction.

For A < 0, the general solution is given by
X(z) = AeV=AE 4 BemV A,

Plugging the initial conditions in gives X (z) = 0, which is not what we are looking for.

For A > 0, The general solution is given by
X(x) = Asin(VAz) + B cos(VAz)
X'(x) = AV X cos(VAz) + BV Asin(VAz).

Using X’(0) = 0, this implies that Av/A\ = 0. Since A > 0, this implies that A = 0. With X'(z) =
Bv/Asin(v/Az) left, we use the condition X’(1) = 0 to obtain

X'(L) = BVAsin(VA) = 0.

Note that it is now possible for this expression to be 0 with B # 0. This happens when sin(v/\) = 0, or
when VA = nr forn € N\ {0}, or
A\, =n?7?, neN\{0}.

The corresponding eigenfunctions (the functions attached to B in X () since B # 0, and combining with
the case when \ > 0) are

X, () = cos(v/A,) = cos (nmx), n €N,

since these functions will satisfy the boundary conditions but are non-zero functions.!°

Step 3: Solve the corresponding ODE in 7.!!

Going back to (53), this implies that there are only countably finitely many A (given by )\, above) that
gives a non-zero solution. Thus, for each n € N, we will be solving the ODE:

_T711/ (t) =M1, (t)a

X”(CL‘) - T”(t)

X6y = T - Note that 2 Xz,t) = 0since Z\(z,t) = %T”@ =0is

9 > H _
If you don’t buy this argument, take A\(z,t) = s

8 X"t _
ot X(0)
10As seen from the arguments here, there are countably many eigenvalues (and hence eigenfunctions). This is consistent with the
Strum-Liouville theory.
Note: This is not an eigenvalue problem for the simple reason that no boundary conditions were given for T'(¢). You can’t deduce that
T'(t) is some function in ¢ using the initial condition since they are not necessarily the zero initial condition, so a similar argument in Step

1 does not hold.

independent of ¢. Similarly, %A(a:, t) =

0. Thus, Ay = A+ = 0 implies that A is a constant.
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where we index the function 7'(¢) by n to imply that we are solving a different ODE for different n (due
to different values of \,,). Since \,, > 0, for A = 0 (ie at n = 0), we obtain

B
To(t) = Aot + 70

Recall that for each n, we are solving a different ODE, so the arbitrary constants are different, and thus
are indexed by n.
For \,, > 0 (ie for n > 1), we obtain

To(t) = Ay sin(y/Ant) + B cos(v/Ant)

= A, sin (nnt) + B, cos (nt) .

Step 4: Obtain general solution by linearity.

By linearity, for each n, the solution u, (z,t) = X,,(x)T,(¢) is a solution. Thus, a linear combination of
these u,,(x,t) is also a solution. This implies that'?

u(z,t) = Z Un(z,t)

neN

=(1) (Aot + B20> + Z cos (nmx) (A, sin (nwt) + By, cos (nnt)) .

neN,n>1

Step 5: Solve for the “Fourier” coefficients.

First, see that (since sin(0) = 0, cos(0) = 1),

BO oo o0
(s — 1)z =u(z,0) = EX + ;Bn cos (nmx) = ngOBn cos (nmx) .
Thus, the B,, are coefficients of the Fourier cosine series. As explained before, the coefficients are given
by
2 L
B, = Z/ cos (nmz) (s — )z dx, n>0. (54)
0

Next, take % to obtain

ug(z,t) = Ao + Z cos (nmz) (nwA, cos (nmt) — nmw B, sin (nt))
neN,n>1

0 =wus(z,0) = Ag + Z nm A, cos (nwx) .
n=1

By computing the Fourier cosine series coefficients or noting that a Fourier series is unique, we can see
that Ag = 0and A, =0foralln > 1.

Thus, we have

B
u(z,t) = 70 + Z B, cos (nwz) By, cos (nmt) |.

neN,n>1

with coefficients B,, given in (54).

12We could have written the solution as Cy(1)(Aot + Bo) + > neNn>1 Cn cos (nmz) (Ap sin (nnt) + By, cos (nmt)) with arbitrary
constants C), in front, but these are absorbed in the A,,’s and B),’s, so it doesn’t really matter.

%
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(ii) We do so by first considering ¢’(t), which we proceed as follows:

e’(t):%/o (s (2, 1))? + (a2, 1)) 2d

_ ! a 2 2 d

7/0 o (e, ) + (wal,1)) da

= /01 2 (x, t)uge (2, 1) + 2ug (2, t)ug (x, t)da
= 2up (2, ) Uge (2, ) + 2ug (2, t)ug(x, t)de
(48)

1
\:,// 20t (2, ) U (2, 1) — 2Ugy (x, D)ug(x, t) Ao + 2uq (1, E)ug (1, 8) — 2w, (0, £)us (0, 1)
0
IBP

cancels each other out ug (1,6)=0 ug (0,6)=0

=0.

This implies that the energy e(t) is constant in time. Hence, we have

e(t) =e€(0) = /o (ug(2,1))* + (ug(z,t))?de = / 02+ (s — 1)%da = (s — 1)

0
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Energy Estimates/Methods and Gronwall’s Inequality/Lemma.

One key tool that we will repeatedly use to prove uniqueness to solutions to parabolic and hyperbolic PDEs for
t > 0 would be the energy estimates. The idea here is to define an energy E(¢) that consists of spatial integrals
of (derivatives) of the unknown function and is a non-negative function for all time ¢ > 0. Such a choice of
energy usually comprises of squared terms to ensure that it is non-negative (and these terms might be physically
motivated; ie kinetic and/or potential energy). In most cases, one would have to “estimate” the energy at time
t (and hence the name of this method), and this can be done as follow:

dE(t)
dt

» Show that the energy is non-increasing, i.e, ( < 0 for all t). This implies that

E(t) < E(0) forallt > 0.

dE(t)
dt

E(t)=E(0) forallt>0.

* Show that the energy is constant in time, i.e, (

= 0 for all ¢). This implies that

* Show that the derivative of the energy has an upper bound that depends on the energy. This would require
solving the a differential inequality to obtain an estimate (upper bound) for the energy at time ¢.

In the last case, one often relies on the Gronwall’s Inequality to do so. We recall the inequality from 266A as
follows:

~ ™

Lemma. (Gronwall’s Inequality.) Let I = [a, b], with a < b.

e If w and S are continuous on I C R, u differentiable on I°, and
u'(t) < B(t)u(t) forallte I°

then

u(t) < u(a)exp (/at B(s)ds) forallt e I.

e If w and § are continuous on I C R, « is integrable on every closed subset of I,
B(t) > 0, «(t) is non-decreasing in ¢, and

u(t) < aft) +/ B(s)u(s)ds,

ult) < altyesp | tﬁ(S)d8> |

* If uw and j are continuous on I C R, « is integrable on every closed subset of I, 5(¢) > 0, and

then

u(t) < at) —|—/ B(s)u(s)ds,

then
t

u(t) < aft) + |

a

e [ prar) as

. J

We will see an example below, and more applications of it in the next discussion.
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Example 8. (Spring 20, Problem 4, Parabolic, Modified) Let u(z,t) a C?! solution to the equation

ug(x,t) = Au(z, t) + u?(z,t) — u(x,t) in U x (0,00),
u(-,t)ov =0 on 9U x [0, 00), (55)
u(z,0) = g(x) onU x {t =0},

where U is a bounded open domain, and its boundary 90U is piecewise smooth. Assume that 0 < g(x) <
k < 1. We will cover in a future discussion session on how to use the maximum principle to prove that

0 <u(z,t) <k (56)

for all (z,t) € U x [0,00). Using this fact, prove that

/Uu(x,t)2dxg (/Ug(x)de) (vt

Suggested Solutions: Using a similar strategy, we define

Next, we compute ¢’ (t) as follows:!3

et) = (i/Uu(x,t)de
= / 2u(x, t)uy(x, t)dx
U
= g 2u(z, t) (Au(z,t) +u’(z,t) — u(z,t)) dz
(55)

= / 2u(x, t)Au(z,t) + 2(u(x,t) — 1)u?(z, t)de,
U

= — u\xr . u\xr X u\xr u\xr vV x u\xr — ul\x 21’
[ 29u(e.t) Ve i+ [ 2ue)Valant) - 0aS(@)+ [ 2u@t) = 1)ute

IBP <w—1
=-2 [, IVu|?(z,t)dz<0 uloy=0 B

< 2(k — 1)/Uu(a:,t)2dx
< 2(k —1)e(t).

By Gronwall’s Inequality, we have

e(t) < e(0)e2n Dt = ( /U u(O,x)de) 2=t — ( /U g(x)2dx> 2=t

I3Note that in the computations below, “IBP” here means integration by parts, though it is more commonly known as the divergence
theorem since we have = € R™ (rather than just R).
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Qual problems for additional practice:

7

Exercise 7. ’@ (Fall 18, Problem 8, Hyperbolic.)
The equation of motion of a vibrating beam is

—Cnyt = Elugper,

where u is the displacement of the beam as a function of position along its axis, the constant ¢, = pA
is the linear mass density of the beam, F is the elastic modulus, and I is the moment of inertia. If
the beam is simply supported at the ends, it satisfies the boundary conditions u(0,¢) = u(L,t) = 0 (no
displacement at the ends), and ., (0,t) = u,.(L,t) = 0 (zero bending moments).

(i) Compute the solution of this problem, given the initial displacement u(x,0) = f(z) and initial
velocity u:(z,0) = g(z).

(i) Find the solution of the vibrating-string equation
Uy = gy

with fixed boundary conditions (0, t) = u(L,t) = 0 and initial conditions «(z,0) = f(z), u:(z,0) =
g(x). Compare how the spectrum of the normal modes scales with the length of the string versus
the length of the beam.

Exercise 8. (Fall 19, Problem 5, Hyperbolic.) Consider functions v, f : [a,b] x RT — R that satisfies

P2t _ orte ) in (a,b)  (0,00),
pz,t) = k(f(z,t) — 1), in (a,b) x (0,00),
8—Jtc(ax,t) = %(ﬂc,t) + %(1 — f(z,1)), in (a,b) x (0, 00),
pla,t) =0 on {z =a} x (0,00),
p(b,t) =0 on {z = b} x (0,00),
v(z,0) =0 on (a,b) x {t =0},
f(z,0) =5 on (a,b) x {t = 0}.

(i) Show that €’(t) < 0, with

b 2 x
e(t):/ P (2’” +§(f(m,t)—1)2dx

for positive constants p, k, and W.

(D) '? Solve the PDE above when % =0.
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Exercise 9. (Fall 21, Problem 3, Parabolic.) The concentration ¢(r,t) of diffusing molecules within a
droplet obeys the following PDE:

de 16(2&

= 57 ) <2,t>0,
ot rzor \| 8T> "

along with the side conditions

0 ifr<i1 Oc
0) = d — —|p=2 = 0.
(r,0) {1 ifr>1 an ar‘ 2

Here r is the usual spherical polar coordinate, representing distance to the center of the droplet. By
seeking solutions of the form c(r,t) = MT(t), or otherwise, prove the following facts:

T

(1) In the limit ¢ — oo, it is the case that ¢(r,t) — ¢o. You should find the constant c.

(ii) @ Also, in the limit ¢ — oo, it is the case that |c(r,t) — coo| < Ce™*! for some positive
constants C' and «. You should identify the largest possible value for the constant a.

Note: You do not need to give the value of « explicitly; it is sufficient to derive it implicitly as a root of
an equation. There is no need to find a value for C.

Exercise 10. (Spring 15, Problem 5, Parabolic, Modified.) Consider the following PDE
u — Au+u?> =0 inR" x (0,00).
Suppose that u and v are smooth solutions with |ul, |v|, || Vu|, || Vv|| = oo as |z| — oo, and are uniformly

bounded, i.e there exists a positive constant M such that |u(x, t)|, |v(z,t)] < M for all (z,t) € R"x (0, c0).
Prove the following stability estimate:

/ lu(z,t) — v(z, t)]Ade < (/ lu(z,0) — v(w,0)|2dx> Mt forall t > 0.

Hint: Note that u? — v? < |u + v||u — v| < 2M|u — v|.
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4 Discussion 4

Wave Equation.
(References: Shearer and Levy Chapter 4, Evans Chapter 2.4.)
The following are some key concepts that you should know for wave equation for this class (and for quals too):
* Solution to the 1D-wave equation.
If u(x, t) for x € R satisfies the 1D-wave equation given by
g (2,1) — gy (x,t) =0 inR x (0, 00),
u(z,0) = ¢(z) onR x {t =0}, (57)
ug(x,0) = (x) onR x {t =0},

then the solution (also known as the d’Alembert’s solution) is given by

x+ct
u(z,t) = %((b(x —ct) + ¢p(x + ct)) + i/ ¥(y)dy. | (58)

2¢ r—ct

Regularity of u(z, ) is inherited from the initial data ¢ and 1. Thus, we can have that u € C*? (and hence
the second derivatives make sense in the classical manner) if ¢ is C? and v is C'. Furthermore,

peCrandp € C" 1 forn>2 = ueC™".

In general, if the differential operator is factorizable into two distinct transport operators of the form (9; +
ad,,), one can repeat the derivative for the solution to (57) above for generic initial data and quarter-plane
problems. See Shearer and Levy Chapter 4.2 for more information. The first part of Example 9 covers an
example of this.

* Domain of Dependence and Region of Influence for Wave Equation in R".

For n = 1, we can leverage on the exact solution in (58). It says that the initial data ¢(x) splits into two
waves of equal amplitude emanating from its support at ¢ = 0. One can draw parallel to this by the method
of characteristics, with characteristic curves travelling with velocities —c and ¢. On the other hand, the initial
data v (x) has its influence spread uniformly over a conical area in spacetime, as illustrated by the integral
LS vt 1 (y)dy. For more information on the graphical interpretation of this, see Shearer and Levy Chapter

2¢ Jx—ct

4.2. For an example of this in action, see Example 11.
For n > 2, this is covered in Evans Chapter 2.4 and Shearer and Levy Chapter 4.5. Here, we are looking at
the wave equation in R", given by
ug (v, ) = *Aulz, t) in R? x (0, 00),
(z,0) = f(x) on R? x {t =0}, (59)
,0) = g(z) on R? x {t =0}.

In general, one can derive the representative formulas for the solution for n > 2. The conclusion is what
known as the Huygen’s principle, which says that for n > 2,

u
wg(x

A “disturbance” originating at x propagates along a sharp wavefront in odd dimensions, while it continues to
have effects even after the leading edge of the wavefront pass in even dimensions.

Note that one can draw parallel of this to the n = 1 case, in which “sharp wavefront” ~ characteristics from
the support of ¢, and “effects even after the leading edge of the wavefront pass” ~ spreading of influence in
a conical manner from the support of ).

If you are not allowed to quote this result (ie as required by the problem, or that it is a modified wave
equation), then you will have to prove it. Thankfully, there is an easier manner that one can prove an
analogous domain of dependence/influence result using the energy method, in which we will cover below.
An example of how this is done is covered in Example 10.

* Uniqueness of Solutions by the Energy Method.
For a typical wave equation in R” of the form (59), one can define the energy as

B(t) = / el (1) + |Vl (2, )da,

3@
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where V is to be understood as the spatial derivative, and || - || refers to the [ norm. One can then proceed
to prove uniqueness via the following steps:

1. Let u,v be two solutions to (59). Define w := u — v and show that w satisfies the wave equation with
the zero initial data given by

wye(z,t) = 2 Aw(z,t) in R x (0, 00),
u(z,0) =0 on R? x {t = 0},
ug(2,0) =0 on R? x {t = 0}.

2. Show that E’(t) < 0. This step usually involves applying the wave equation and applying integration

by parts (ie divergence theorem). Note that if it is a initial-boundary value problem or a solution with
compact support, we usually have that the boundary terms from integration by parts vanish. See the
second part of Example 9 for an instance of this.
However, for a full space problem, this is not guaranteed. Hence, we will have to prove (or cite relevant
results to show) that the solution w has compact support. The typical way to do so is to use an energy
method (yes, there is an energy method within an energy method) for the local energy to show that
the waves have finite speed of propagation, and thus a zero initial data will lead to a zero solution for
any time ¢ > 0. This usually relies on applyng the Reynolds Transport Theorem, (see Appendix C4 of
Evans) which we will state below:

Proposition. (Reynolds Transport Theorem.) Consider a family of smooth, bounded regions
U(t) C R™ that depends smoothly upon the parameter ¢t € R. Le v be the velocity of the moving
boundary 0U (¢) and i be the output pointing unit normal. If f(z,¢) is a smooth function, then

d ~
& Jyy TS0 = /U(t) o tydo+ [ o ) 045(0),

. 7

An example of how this is done is covered in Example 10.

3. Hence 0 < E(t) < E(0) = 0 (one can compute that F(0) = 0). Use the fact that F(¢) = 0 and E(¢) is
the integral of a bunch of non-negative terms to deduce that w; = w, = 0 and hence w = 0. This then
implies that u = v.

Note that this list is not exhaustive, and one should also be familiar with other concepts such as the Duhamel’s
principle (for solving the forced wave equation; see Shearer and Levy Chapter 4.4).
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Example 9. (Spring 19, Problem 1, Hyperbolic, Modified.) Let u(x,t) solve the initial value problem:

Ut + Ugpt —2um =0 inR x (0,00),
u(z,0) =¢(z) onR x {t =0}, (60)
ug(x,0) = () onR x {t =0},
(i) Derive a formula for v in terms of ¢ and v, when ¢, ¢ are C?.

(ii) Next, consider the boundary value problem below:

Upy + Ugp — 2y = T2 + 12 in (0,1) x (0, 00),
u(0,t) = a(t) on {z = 0} x [0, 00),
u(1,t) = b(t) on {z =1} x [0, 00), 61)
u(z,0) = ¢(z) on [0,1] x {t =0},
ut(x,0) = P(x) on [0,1] x {¢t = 0}.

Show that a smooth solution to (61) must be unique.

Suggested Solutions:

(i) We start by factorizing the differential operator as follows:
FLe PN _ (0 0N(0 ,0
otz gzot 0z2) \ot 0Ox) \ot or )"

Hence, the PDE reduces to
9 aN(0 L0, _
ot ox)\ot " oz )"

Consider the substitution of the form
E=x+t, n:=zx-—2t

One can then show by chain rule that

9o _ 99 4 0mo _ 0 4 0
ox _8m3£+8w8n_85+8n
0 _0£0  mo _0 90
ot T Ot 9¢ ot on — 0¢ on

and hence

Hence, the PDE reduces to
—9u577 =0.

The general solution for this PDE is given by

u(&,m) = (&) +gn).

In the original variables, we have that the general solution is given by
u(w,t) = f(z+1) + gla - 20).

To determine the functions f and g, we apply the initial data as follows.

{qs(x) = u(z,0) = f(x) + g(),
u(x,0) = f'(z) — 24/ ().

Integrating the second equation from 0, we have

/0 " (s)ds + £(0) — 29(0) = f(x) — 29(x).
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Solving this together with the first equation, we have

{f(x) = 2¢(x) + 1 [ w(s)ds + 1£(0) —
g(z) =io(x) 3f0 (s)ds — £ f(0) + 3

W Wt
Q@ «
—~
o O

N—

(z+1) + 3 Ty (s)ds + LF(0) —

flatt) =3¢ 0),
%¢(I—2t> 3 x—2t

3a(
39
o ¥(s)ds = 5f(0) + 39(0).

Hence, we have
u(z,t) = flz+1t)+ gz —21)

ggb(:c—kt)—k —¢(x —2t) + / U(s

(ii) Let uw and v be two different smooth solutions to (61). Let w := u — v. We have that w satisfies the
following PDE:
Wy + Wep — 2Wey = 0 in (0,1) x (0, 00),
w(0,t) =0 on {z =0} x [0,00),
w(l,t) = on {z =1} x [0, 00),
w(z,0) =0 on [0,1] x {t =0},
wy(z,0) = on [0, 1] x {t = 0}.

Consider the following energy:

1

B(t) = 5/0 (w02 (2, £) + 2(ws)?(, )z

The coefficient of w, is chosen so that we have an exact cancellation in which we will see below. Hence,
we compute

1d

E'{t)=-—
®) 2dt

1
(wt)Q(zv t) + 2(wm)2($a t)di?
0
1
_ / (wewss + 2wawar) (2, )
0
1
= / (wpwy + 2wywe, )(x, t)de by Schwarz Theorem
0

1
= / (wiws — 2wapwy)(x,t)de 4+ 2w,we|*=5  using Integrating by parts
0

1
= / wi(wip — 2wg, )(z,t)dz by boundary conditions
0 (62)

1
7/ (wiwge)(z,t)de by PDE
0

1
—/ (wiwyy ) (z,t)dx by Schwarz
0

o (wy)?
=- / ( 3 ) (z,t)dz by reverse chain rule
0 T
_ (we)? (wy)?
- 9 (]-7 t) 9
=0 by boundary conditions.

(0,t) by Fundamental theorem of Calculus

In the computations above, we have used the fact that w;(1,t) = w(0,¢) = 0. This follows from the fact
that w(0,¢) = w(1,t) = 0 and taking the derivative with respect to t.
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With that, we have
E(t)=E(0)=0 forallt>0.

since
1

E0) = 5/0 (w;)?(z,0) + 2(wy)*(x,0)dz =0

as wy(z,0) = 0 and w,(z,0) = 0 (which follows from w(x, 0) and taking partial derivative with respect to
x). As E(t) = 0 for all t > 0 and the integrands are non-negative smooth functions'4, we must have that

w? =w2=0 forall (z,t) € R x [0,00).

This implies
wy =w, =0 forall (z,t) € R x [0, 00).

Integrating w; = 0 with respect to ¢ yields
w(x,t) = f(x) for some arbitrary function f.
Plug this into w, = 0, we have
f(z)=0
and hence f(x) = C for some constant C. Hence, we have
w(z,t) =C forall (z,t) € R x [0,00).
In particular, since w(x,0) = 0, we must have the constant C' = 0. Hence, we have

w =0 forall (z,t) € R x [0,00),

implying that v = v, and hence we have the required uniqueness result.

Remark: Note that for a generic “wave-like” equation in which the differential operator is factorizable,
one can convert it into a system of first order PDEs. For instance, if we set v := u; and w := u,, then we have

Wt = Ugt = Uty = Vg,

and
Vg = U = —Ugy + 2Ugy = —Vgz + 2W,.

Hence, we have the following system of first order PDEs for v and w as follows:

(), ) ().

Such a formalism might be useful for numerical analysts as this means that a numerical scheme for vector-valued
first-order PDEs would suffices to solve higher-order wave-like (hyperbolic) equations.

14In particular, if w2 (-, ¢) and w? (-, ) are continuous in the first argument, it follows from a typical result in undergraduate analysis.
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Example 10. (Spring 15, Problem 2, Hyperbolic, Modified.) Show that there is at most one solution to

upe(z,t) — Op (c(x)Qum) (z,t) + wp(x,t) =0 in R x (0, 00),
u(z,0) = ¢(x) onR x {t =0}, (63)
us(x,0) = ¢(x) onR x {t =0}.

where ¢ and v are smooth and there exists some ¢ > 0 such that |¢(z)| < é.

Suggested Solutions: Let u and v be two solutions to (63) and define w := u — v. It follows that w satisfies the
following PDE:
wy(z,t) — Oy (c(x)ngC) (,t) + we(z,t) =0 inR x (0, 00),
w(z,0) =0 onR x {t =0}, (64)
we(z,0) =0 onR x {t =0}.

Consider the following energy on the whole space R:

E(t) = 1 /OO (we)?(x, 1) + c(x)?(wy)* (2, t)dz. (65)

— 00

We compute its derivative as follows:

E(t) = / " () (@, 1) + ()2 (wawae) (3, £)d

— 00

= /OO (wtagc (c(:z:)zw:c)) (z,t) — (wt)z(:c,t) + c(x)Q(wmth)(x,t)dx by PDE

— 00

= / " ) () (2, 1) — (w0 (2.1) + o) () (@, dz—c(Purwo (0% OO

— 00
oo

= —/ w?(x, t)dx

<0,
if w has compact support (so that the boundary terms from applying integration by parts vanish). This would
imply that 0 < E(t) < E(0) = 0 and hence w = 0 using a similar argument as in Example 9. Hence, it remains
for us to prove a result on the domain of dependence as follows.

Lemma. (Finite Propagation Speed/Domain of Dependence.) Fix any (zg,tp) € R x (0,00). If w = w; = 0 on
{t = 0} x Byy,(z0) for some V > 0,'° then we have that w = w; = 0 in the (backwards) cone K (zg,t) given
by

K (20, to) = {(2,£) € R x [0,t0] : |2 — 20| < V(to — 1)}

(Ao ftO)

XBCIO,V[fo—t))

i

t Chre &‘raceﬁ)

15Here, Br(zo) = {z € R: |z — xo| < R} is the open ball of radius R centered at xo. This might also be represented as B(xo, R) too.

#
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Proof. Consider the open ball obtained through a time slice of the cone K (z0, ) at some time ¢ € [0, ¢]. This is
the open ball centered at x given by B(zg, V(9 — t)). We then consider the local energy given by

1
o(t) = 1 / w2(z, 1) + e(@)2w(z, )dw,  for t € [0, o). 67)
2 JB(wo,V (to—1))
Taking the derivative and applying the Reynolds transport theorem, we have
et) = 1/ 9 (wi(z,t) + c(z)*w2(z, 1)) dx—i—l/ (wi(z,t) + c(z)*w2(z, 1)) (v-A)(z)dS.
2 JB (o, v (to—t)) Ot OB (w0, V(to—1))

(68)
Here, v refers to the velocity vector corresponding to the moving domain B(zo, V(o — t)), while n is the
outward-pointing unit normal to the domain. Since the ball is shrinking at the same speed V' at the ends of the
ball, we have v- i = V.
The first term is dealt as follows:

1
- / 9 (wf(2,t) + c(z)*w2(z,t)) dz
2 JB(xo,V(to—t)) OF

(wywe () + c(z)?wpwg(z, t)) do

Il
S

B(z0,V (to—t))

{L

(w0 (c(2)’ws) (2,t) — wi(z, ) + c(@)*wewae (2, t)) da

pop ” B(@o,V(to—1))

6
(00y (c(x)?wz) (2,t) + c(x)*wawe(z, t)) da (69
(z0,V (to—1))

IA
S

c(x)*(wiwy ) (x, t)dS.

S~

NP’
IBP, Cancellations

2
< / () (w2(z, ) + w?(x, ) dS.
—~ OB(z0,V (to—t)) 2

Cauchy-Schwarz

OB(xo,V (to—t))

Note that Cauchy-Schwarz here refers to the inequality |ab] < 1(a? + b?) for each a,b € R. Plugging this

2
estimates into (68), we have

1
e'(t) < 7/ c(z)? (wi(z,t) + wi(z,t)) — Vwy (z,t) — Ve(z)*w?(z, t)dS
2 JoB(xo,V (to—1))

1
_ 1 / (ce(2)? = V)i (x, 1) + c(x)*(1 — V)w?(x, t)dS
2 JoB(xo,V (to—1)) (70)
1
< 7/ (@ = V)w?(x,t) + c(z)?(1 — V)w(z, t)dS
2 JoB(ao,V(to-1))
<0
if we pick V > é? and V > 1. Hence, pick V = max{1, ¢2}. We have that ¢/(¢) < 0 and hence
e(t)=e(0) =0 forallte[0,¢].
In particular, for all (z,t) € K(xg,to), we have w, = w = w; = 0. O

Remark: In the proof of the lemma above, the physical interpretation V is the estimated speed of prop-
agation. If we know that this is the minimum possible V, then this would be the actual speed of propagation.
The proof is done using open balls rather than open intervals to allow for easier generalizability to wave equa-
tions on R™.

Note that if we have instead prove just the lemma, that by itself will allow us to deduce that w = 0 for all
reR,t>0.

In most qualifying problems (and possibly the exams for this class), you would be required to prove an analogous
lemma on the finite speed of propagation of waves (this is in contrast with parabolic equations, which we will
learn in a bit that it has an infinite speed of propagation!).
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Example 11. Consider the wave equation:

uge (2, 1) = 16ugy(x, 1) in R x (0, 00),
2 <

(@, 0) = x® — 255  for || < 16 on R x {t = 0},

0 otherwise (7D
1 for|z| <1
,0) = onR x {t =0}.
w(,0) {0 otherwise { )
Compute
@ w(21,1),

(i) u(0,2), and
(iii) w(8104,2022).

Hint: This is a question that is testing mainly the concept on domain of dependence/influence.

Suggested Solution: The wave speed is given by ¢ = v/16 = 4. By d’Alembert’s solution, explicitly given by
1 1 x+4t
u(e,t) = 50— 40) + oo+ 40) + 5 [ vl 72

z—A4t

we can consider the contribution by ¢ and v individually, and then add them up in the end!

(310412008 yeg

on me edge &
Ane vl V\’(‘m

> &+

Gh D
W (BI04, 2073)

ra
> ot ¢ =% (PU6D

N\ 2

N

d_.- I_“\\_ - N = —— -.*\u.(nh\) =0 wy
. ' |

L 1 |
T

Speed. 4
(x=Ab+\b)

() Coutstde domo oF;
uence)

<

v

W)
souf20y = L (48 * B-8))
=4 ( 83-as5 + -g)t-286) = -1

(i) e 3104 = A0+
£ UBOh 2000 = Ulb) = T(Ue) = .

wove aneled, O speed 4.

1. Note that the integrand ¢ is 1 if |y| < 1. Thus, we can interpret the integral as § |(z — 4t,z + 4t) N (—1,1)|
(here | - | refers to the length of the interval). One can interpret this geometrically, or just notice that since we
are given a bunch of points, we can just treat this as a bunch of computational exercise. Hence, we have

* At (21,1), we have § [(21 — 4,21 +4) N (—1,1)] = 0.
* At (0,2), we have 1 |(—8,8) N (-1,1)| = 2 = 1.
* At (8104,2022), we have
1
(8104 — 4 x 2022,8104 + 4 x 2022) N (—1,1)| = 5 1(16,16192) N (=1,1)| = 0.

ool —

%@
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(Note that this is consistent with the concept of domain of dependence, which can be understood as follows.
For a given ¢, and a point z, we look an interval given by (z — 4t, « + 4¢) in which v depends on. This can be
seen as a cone drawn backwards with speed 4 and to see if this coincides with the support!® of the initial data
v (which is (—1,1)). If they do not intersect, then « did not impact this point (z,¢)! See diagram below for a
visualization of this, which helps you to visualize what you are computing!)

+

M

@u\)
Speed. 4

R 2> A
= \ 3,0 25\)

support o ¥ S o wwerseck

Summarizing, we then have
* u(21,1)=04+0=0,
* u(0,2) = —191 + ; = —190.75, and

* u(8104,2022) = 3 +0 =

N

16gupport of a function refers to the set of points in the domain of the function in which the function does not vanish.
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Qual problems for additional practice:

s ~

Exercise 11. (Fall 17, Problem 6, Hyperbolic.) Consider the wave equation

uge(z,t) = Au(z, t) in R? x (0, 00),

u(z,0) = f(z) on R? x {t =0},
ut(x,0) = g(x) on R* x {t = 0}.
The initial data f and g are only non-zero in the region a < |z|; < b, with || - ||; representing the

norm of a vector in R3. Given a point z, find the time 7' > 0 such that u(z,¢) = 0 for all 0 < ¢t < T when
@ [l > b,

@) ||lz): < a.

Exercise 12. (Spring 17, Problem 3, Hyperbolic.) Let u solve the following boundary value problem:

ugg — Au =0 in {(¢t,2) € (0,00) x R® : 21 > t/2},
up = 4y, on {x; =t/2}.

Show that u(z,t) = 0in {|z| < R—t} N {x; > t/2} when u(x,0) = us(z,0) = 0in {|Jz| < R} N {x; > 0}.
Explain where the boundary condition on {z; = ¢/2} has been used.

Exercise 13. (Spring 20, Problem 3, Hyperbolic.) Suppose that u(z,t) is a piecewise C*? solution to
the forced wave equation:
uge = Au+ f(x,t) forz € R3¢t >0,

with initial conditions u(x,0) = wu:(x,0) = 0. Suppose moreover that the forcing function f(z,t) is
compactly supported on the spherical shell 1 < ||z|| < 2.

(i) Find the compact support of u at time ¢ > 0. If you make use of any results about the region of
influence for wave equation then you should prove them.

(ii) Now consider a spherically symmetric forcing function f = f(r) for 0 < ¢ < 1, where r = ||z| and

fr)=47

Lif1<r <2,
0 otherwise.

Find an explicit formula for u for 0 < ¢ < 1.

Hint: You may find it useful to make use of the expression for the Laplacian of a spherically

symmetric function:
10 ( ,0u
Au(r,t) = 23 (r 87") .
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Exercise 14. (Spring 21, Problem 4, Hyperbolic.) A field u : [0,00)? x [0,00) — R satisfies the wave
equation

Pu_ ot o

o2 0x? O3’

with boundary conditions : © = 0 on 25 = 0 and g—; =0onz; =0.

Suppose that at ¢ = 0, the functions u(-,0) and %7;(~, 0) are compactly supported on \/z% + z3 < 1. Find
the compact support for v at time ¢.

If you make use of results for the domain of dependence of a solution of the wave equation, then you
should prove them.

Exercise 15. (Fall 21, Problem 4, Hyperbolic.) Show, for a constant 8 > 0, that the PDE:
Ut + Pus — Uge +u =0, x€R,

has at most one compactly supported solution if given C? initial data u(z,0) = ¢(z) and u;(x,0) = 1 (z).

Exercise 16. (Spring 23, Problem 8, Hyperbolic.) Solve the initial value problem
Ut — qut — 15Ux3; = O,

with u(z,0) = g(z) and u:(x,0) = h(z).

Hint: Consider factoring the differential operator.
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5 Discussion 5

I'll finish up the suggested solutions for the second example in the previous discussion supplement as follows.

e D

Example 12. (Spring 15, Problem 2, Hyperbolic, Modified.) Show that there is at most one solution to
uge (2, 1) — Oy (c(x)ZuI) (z,t) + ue(x,t) =0 inR x (0,00),

u(z,0) = ¢(z) onR x {t =0}, (73)
ut(x,0) = ¢(x) onR x {t =0}.

where ¢ and ¢ are smooth and there exists some ¢ > 0 such that |¢(z)| < é.

\. J

Suggested Solutions: Let u and v be two solutions to (73) and define w := u — v. It follows that w satisfies the
following PDE.:
wy(x,t) — Oy (c(x)zwx) (z,t) + we(z,t) =0 inR x (0, 00),
w(z,0) =0 onR x {t =0}, 74)
wy(x,0)=0 onR x {t=0}.
Consider the following energy on the whole space R:

B0 - | " wn)?(@.1) + ele)(we)* (x, t)da. 75)

—0o0

We compute its derivative as follows:

E'@t)= /OO (wywe ) (x, 1) + () (wpwe ) (z, t)dx

— 00

= /oo (00, (c(z)?wy)) (2,t) — (w)?(z,t) + c(2)*(wywy) (2, t)dz by PDE

— 00

= / " (@) (wraw2) (@, 8) — (we)2 (1) + () (wgwar) )z —c(-) wpa (1) (76)

=— / w?(z,t)dx
S 07

if w has compact support (so that the boundary terms from applying integration by parts vanish). This would
imply that 0 < E(t) < E(0) = 0 and hence w = 0. Hence, it remains for us to prove a result on the domain of
dependence as follows.

Lemma. (Finite Propagation Speed/Domain of Dependence.) Fix any (z,t9) € R x (0,00). If w = w; = 0 on
{t = 0} x By, () for some V > 0,!7 then we have that w = w; = 0 in the (backwards) cone K (zg,t) given
by

K(.’L’mto) = {(ﬁ,t) €R x [O,to] : |{,C — LCO| < V(to — t)}

17Here, Br(z0) = {z € R: |z — x| < R} is the open ball of radius R centered at zo. This might also be represented as B(z¢, R) too.
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(Ao :to)

£t (fme &\‘:cej

: \B(xo,\f({-mt))

Proof. Consider the open ball obtained through a time slice of the cone K (zo, ) at some time ¢ € [0, ¢]. This is
the open ball centered at x given by B(zg, V(g — t)). We then consider the local energy given by

1
e(t) ;= —/ w?(x,t) + c(x)?w?(x,t)dz, fort € [0,ty]. 77)
2 JB(@o,V (to-1))
Taking the derivative and applying the Reynolds transport theorem, we have
1 1
et) = f/ 9 (wi(z,t) + c(z)*w2(z, 1)) dx—l—f/ (wi(z,t) + c(z)*w2(z, 1)) (v-A)(z)dS.
2 /B0, (to-1)) O 2 Jo (o, v (to-1))

(78)
Here, v refers to the velocity vector corresponding to the moving domain B(zg, V (tg — t)), while n is the
outward-pointing unit normal to the domain. Since the ball is shrinking at the same speed V' at the ends of the
ball, we have v-n = —V.
The first term is dealt as follows:

1 / Q (w?(w, t) + c(x)2w§(x, t)) dz
2 JB(o,V (to—t)) O

<||
ST 5 5

(wtwtt(x, t) + c(x)mewm (z, t)) dz
(z0,V (to—t))

(00y (c(x)?wz) (2,t) — wi (2,1) + c(2)*wywee (2, t)) da
(z0,V (to—1))

(79)

IN

(wtax (C(x)2wz) (557 t) + C(x)szwmt(x, t)) dax
(x0,V (to—1))
NP c(x)? (wyw,) (x, £)dS.

IBP, Cancellations

2
< / c(z) (wi(z,t) + w2(z,t)) dS.
aB(IU,V(toft))

S~

6B(I0,V(t()*t))

~—
Cauchy-Schwarz

Note that Cauchy-Schwarz here refers to the inequality |ab] < 1(a? + b?) for each a,b € R. Plugging this

2
estimates into (78), we have

1

e'(t) < 7/ c(2)? (wi(z,t) + wi(z,t)) — Vwi(z,t) — Ve(z)?w?(z, t)dS
2 JoaB(xo,V (to—1))

N | =

/ (c(@)2 — VYwl(z, ) + e(2)2(1 — VYl (z, )ds
9B (z0,V (to—t)) (80)

IA

/ (@ = VYwl(z, ) + e(@)2(1 — VYl (z, )ds
OB (x0,V (to—t))

IN
S =

if we pick V > é? and V > 1. Hence, pick V = max{1, ¢?}. We have that ¢/(¢) < 0 and hence

e(t)=e(0) =0 forallte[0,¢].
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In particular, for all (z,t) € K(zo,t0), we have w, = w = w; = 0. O
|

Remark: In the proof of the lemma above, the physical interpretation V is the estimated speed of prop-
agation. If we know that this is the minimum possible V, then this would be the actual speed of propagation.
The proof is done using open balls rather than open intervals to allow for easier generalizability to wave equa-
tions on R"™.

Note that if we have instead prove just the lemma, that by itself will allow us to deduce that w = 0 for all
zeR,t>0.

In most qualifying problems (and possibly the exams for this class), you would be required to prove an analogous
lemma on the finite speed of propagation of waves (this is in contrast with parabolic equations, which we will
learn in a bit that it has an infinite speed of propagation!).
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Similarity Solutions.
(Shearer and Levy Chapter 5.1, Evans Chapter 2.3.1.)

In the derivation of the fundamental solution to the heat equation, one often searches for a self-similar solution

of the form

1 T n
—v(—), reR™ t>0.
te - \¢P

This process is not limited to just the heat equation, but for any parabolic second-order PDE. The process to
determine a self-similar solution to the PDE is as follows:

u(x,t) =

0. Consider a self similar solution of the form
ute.) = a0 (575 ) (81)

for some sufficiently regular functions f, g, and h.
1. Determine the functional form of A(¢) by dimensional analysis.
2. Use the auxiliary conditions (initial/boundary/others) to determine the functional form for g(t).
3. Derive the corresponding ODE for f.
4. Determine the boundary conditions for the ODE for f.
5. Solve the ODE to obtain f.

The self-similar solution is thus given by (81).

The above process is better demonstrated with the use of an example, which we will observe below.
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Example 13. (Spring 19, Problem 6, Parabolic.) A heated plate lies along the positive x—axis, and air
flows over the plate in the x—direction. There is a simple shear flow above the plate. Assume that the
plate surface is at a temperature Tj. Thus, for z > 0 and y > 0, the temperature field T'(x, y) above the
plate is given by

WTa(x,y) = DT,y (2, y). (82)

Here, v (the shear rate), and D (diffusivity), and T are constants. Assume that at z = 0 the air is at
ambient temperature 7'(0,y) = 0, while on the surface of the plate, we have T'(z,0) = Ty and far from
the plate, we have T'(z, 00) = 0.

Construct a similarity solution to the PDE of the form:

ﬂ%w=awﬁ<ﬁ%)

for x > 0 and y > 0. You should determine the functions a(x), L(z), and f(z).

\. J

Suggested Solutions:

Understanding the requirements of the question.

When we would like to find a similarity solution of the form T'(x,y) = a(z)f (%), note that we are usually
assuming that = % is unitless/dimensionless, so 7 represents a dimensionless variable. This also implies

that f (n = %) is a function of a dimensionless variable, and thus dimensionless! Here, we denote [X] to

mean the “units of X”.

One should note that although physically, « and y are spatial coordinates for this question and represents the
same physical unit (of length), we shall assume for generalizability that they are “different”.

Step 1: Determine the functional form of L(x) by determining the
units of y in terms of z and other physical constants.

This is because as mentioned, n = % is unitless, so [y] = [L]. Thus, to determine the units of L, it suffices to
determine the units of y.

From the PDE, we have

(vyT.] = [DTyy]
MIWIT] _ [DIIT]
(2] [y]? (83)

This implies that [L] = ([L[)L[]I] ) g, and thus, it makes physical sense to postulate
Dx\ 3
L(z) = <f> . (84)

Step 2: Use the auxiliary (initial/boundary/conservation of mass) condition
to determine the functional form of a(x).

For this question, we are given the boundary condition T'(x,0) = Tp. Substitute this into the form of our

similiary solution, we have

ﬂ%®=a@M(J%)=M@ﬂ®=ﬂa (85)

Without loss of generality'®, we set f(0) = 1, and deduce that a(z) = T, for all z > 0.

181t really is. To see that it is the case, try setting f(0) = 2 and see if the final solution derived for the PDE changes.

33
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Step 3: Derive the corresponding ODE for f.
Reaping our achievements in the previous two steps, we have

T(x,y) =Tof | =Tof(n) (86)
Dz 3
2
with n(z,y) = T )L = yy3D 3z~ 3. Now, we have to compute T, and T,, using Chain rule, as described
Dz \3
below: ’

wl=
|
ol
8
|
ol

© 2T(z,y) = To 2 f(n(z,y)) = Tof (n(z,y)) 2820 = — 1T, £ (n(x, )y
© 2 T(@y) =Tods f(n(e,y) = Tof (n(x,9)) 252 = To f'(n(x,y))A3 D323

02 0 0 0 1 1 1
) = o (aym,y)) = (T o) D)

. 11 10 11 1 on(z,y
= Tyt a5 2 (P () = Tord D= () L)
Y Y
=Ty D~ S5 1" (n(a, y)).
Substitute these back to the PDE, we get (here, f’ represents f'(n) and etc.)
vy, = DT,
1 -
"y (—3) Tof'yys D™ 32~ % = DTyys D35 f"
1 y27% f/ o f// (87)
3\ D343 B

Thus, we have obtained an ODE for f.

|
© Remark: Remark: If your choice of L(x) and a(z) are correct, then the above must reduce to an ODE. If
you can’t cancel the physical constants such that you get just terms in 7, you might have made a mistake in your

choice of L(x) and/or a(x).

Step 4: Determine the corresponding boundary conditions for your ODE in f. The following shows the corre-
sponding conversion of the given auxiliary boundary conditions to the corresponding boundary conditions for
the ODE in f:

* T(x,0) =Ty — T(x,0) = a(x)f(0) = Tpf(0) = Tp. This implies that f(0) = 1.
o T(0,y) =Tof (%) =Tof (%) = 0. This implies that lim, .o f(n) = 0 (ie “f(c0) = 07).
* T(z,00)=Tof (%) = 0. This also implies that lim,_, . f(1) = 0 (ie “f(c0) = 07).

Step 5: Solve the given ODE: Let g(n) = f’(n). This implies that we have

2

g'(n) = —%g(n)- (88)
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One can solve this by separation of variables as follows:

dg

=
ldg
gdn

1 2
/fdgz/—n—dn
g 3

3
ln|g\=—%+0

(&)

njg
3
Ui
3

(89)

(90)

Recall that f(0) = 1, so we can use the Fundamental theorem of Calculus by integrating the above ODE with

respect to 7 starting from 0. This yields

[ o= [T ac

n 3
ﬂm—ﬂmzAAe%Mf
n 3

f(n) = 1+A/ e~ de.

0

Using the other boundary condition, ie f(oc) = 0, we have

A= _153
Jo e e
This implies that we have
&
f) =1 Jo € - &
Jo e mdg

/ :
Dx

(%)

The final similarity solution for the PDE is thus given by

T(x,y) = Tof(n(z,y))

and hence

T({E,y) = TO 1-

(9D

(92)

(93)

94)
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Qual problems for additional practice:

7

Exercise 17. (Fall 17, Problem 2, Parabolic.) A chemical diffuses freely in 1D, satisfying the following
PDE:

dc 9%

- - t

L +b@e),
where §(x) refers to the delta-function with a point source at z = 0, and ©(t) is the Heaviside function
with ©(¢t) = 1 for ¢ > 0 and 0 otherwise. You may assume that ¢(x,0) = 0 for all z # 0, and that
limg 40 c(x,t) = 0.

Exercise 18. (Spring 17, Problem 8, Parabolic.) The space y > 0 is filled with a non-Newtonian fluid,

initially at rest. A plate at y = 0 is set into motion at time ¢ = 0. The fluid velocity, u(¢,y) then obeys an
equation:
Ju or
—=—-—, t>0,y>0
8t 6y ) ) y
with boundary conditions:
u(t,0) =1, and w(t,+00)=0

and initial condition u(0,y) = 0 for y > 0. Here, 7 is assumed to obeys a constitutive equation:

(i) Try to derive a similarity solution i.e. look for a solution of the form (¢, y) = f(n) where n = y/4(t)
for some function §(t), that you will need to determine), by applying only the boundary condition
u(t,0) = 1. Show that this similarity solution can not be compatible with the other boundary
condition, or with the initial condition.

(ii) To find a solution that is compatible with all boundary and initial conditions we modify the consti-
tutive equation to:

2
Ou if Ou
. ( ay) if gy <0
N u
Derive a similarity solution that satisfies all of the initial and boundary conditions.

Hint: Start by assuming that the solution breaks down into two parts: 0 < y < Y (¢), in which
7 # 0 and y > Y (¢) in which 7 = 0. Derive continuity conditions that must be applied at y = Y (¢).
You need to solve for the function Y (¢), as well as for f(n).
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Exercise 19. (Spring 21, Problem 3, Parabolic.) The height i(r,t) > 0 of a spreading axisymmetric
droplet obeys the following equation:

oh 10 [  ,0h
E—;E (’I"h 87‘)’0<T<L(t>,

along with the boundary condition h(L(t),t) = 0 and volume constraint fOL(t) rhdr = 1. Here r is the
distance from the center of the drop and {r < L(t)} equals the support of the drop at time ¢.

Assume that h is a similarity solution of the form h(r,t) = t®H (r/t?) and L(t) = not”, and solve the
differential equation to find the function H and the constants o and § explicitly,. We assume that 5 is

smooth in its support.

You should present an equation solved by 7y, though it is not necessary to solve for 79 explicitly.

Exercise 20. (Spring 22, Problem 5, Parabolic.) Suppose that u(x,t) satisfies the porous-medium PDE
on an expanding domain given by

ou 0 5 0u
with boundary conditions u(+L(¢),0) = 0 and total-mass condition f_Lét()t) u(z,t)de = 1.

Find a similarity solution of the form u(z,t) = t*f (%) and L(t) = ct’. Your solution should include the
values of a, b, and ¢ and an explicit expression for the function f.
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6 Discussion 6

Fundamental Solution to the Heat Equation.
(Evans Chapter 2.3, Shearer and Levy Chapter 5.)
‘ Consider the heat equation in R™ below:

ug —Au =10 in R™ x (0, 00), ©5)
u(z,0) = g(z) onR"™ x {t =0},
The solution is given by
u(w,t) = [ @ - yit)gly)dy, 96)
with ®(z,¢) as the fundamental solution to the heat equation and its explicit expression is given by
O(z,t) L =Y fore >0 97)
= 5 X —_—— .
’ ()2 P\ Ty

Some properties/notes:

* We have
/ O(z,t)de =1 forallt > 0.

* We can view ®(z,t) as the solution to the heat equation with the Dirac delta function (or in mathematical
term, the Dirac measure) centered at = 0 as the initial data. In fact, since f0°° u(x,t)dt is constant in time,
we do expect the first property that we’ve mentioned. Furthermore, by viewing (97) as the convolution of the
fundamental solution with respect to the initial data, this returns the fundamental solution as the solution to
the heat equation with the Dirac delta function as the initial data as it is the identity for convolutions.

On the other hand, for the inhomogeneous heat equation in R” given by

up — Au = g(z,t) inR™ x (0, 00), 98)
u(z,0) =0 on R" x {t = 0},
Duhamel’s principle gives the solution to (97), with its explicit expression given by
t
u(z,t) = / / Oz —y,t—s)f(y, s)dyds. (99)
O "
Hence, for the inhomogeneous heat equation with generic initial data given by
us — Au = f(z,t) inR™ x (0, 00), (100)
u(z,0) = g(z) on R" x {t = 0},
by linearity, we have
t
u(z,t) = / O(x —y,t)g(y)dy + / / O(x —y,t —s)f(y,s)dyds. (101)
n 0 n

In addition to the explicit formulas for the solution to the heat equations above, more often than not, the
qualifying exam problems would require the application of > 1 of the following:

* Substitution with a decay factor; i.e by viewing
wtu+..=0 = (chu);+e'(..)=0
* Substitution representing a change of reference;

ug + aug + ...(z,t) =0 — uy +...(2' 1) =0

Set x'=x—at,t'=t
* Appropriate substitution to move initial data/boundary terms to the PDE (or vice versa).

* Even/odd extension. This is for solving initial-boundary value problems (or what Shearer and Levy label
as the quarter-plane problem), with conditions on the solution imposed on the boundary. (Usually for 1D

problems.)

We will see examples of three of the above all in action in a single qualifying exam problem below.



Winter 24 Math 266B Discussion Supplements

Example 14. (Fall 18, Problem 5, Parabolic.) Consider the following initial-boundary value problem for
u = u(x,t) in the domain {z > 0} x {¢t > 0} :
Up — Ugy +au =0 in R x (0, 00),
u(z,0) = f(r) onR" x {t =0}, (102)
u(0,t) =g(t) on{zx=0}x {t>0},

where f(z) and ¢(¢) are continuous functions with compact support and « is a constant. Find an explicit
solution to this problem.

Suggested Solutions: First, observe that u¢(z, t) + au(x, t) can be made into the form (u(z,t)e®"), by multiplying
the factor e** throughout. Hence (together with the fact that (ue®),, = e*u,,), we have
(ue“t)t — (ue‘”)m =0 in R x (0, 00),
u(z,0) = f(r) onRT x {t =0}, (103)
u(0,t) = g(t) on{z =0} x {t > 0}.

This implies that we would have to transform the initial data and boundary conditions accordingly. Here, we

do as follows: . . )
(ue® )tf(uea )m:() inR x (0, 00),

(ue)(z,0) = f(x) on R x {t =0}, (104)
(ue®)(0,t) = g(t)e™ on {z =0} x {t > 0}.

Now, set v(z,t) = u(z,t)e*. The above PDE becomes
Vp — Vgy = 0 inR x (0, 00),
v(z,0) = f(x) on R x {t =0}, (105)
v(0,t) = g(t)e™ on {x =0} x {t > 0}.

To deal with the fact that the boundary term along = = 0 is non-zero, we move the term g(t)e® to the left to
obtain

Vi — Vgy = 0 inR x (0, 00),
v(z,0) = f(z) onRT x {t =0}, (106)
v(0,t) — g(t)e® =0 on {z =0} x {t > 0}.

We can perform the corresponding transformation for the initial data and the PDE as follows:

(v —g(t)e™) + (g(t)e™)y — (v — g(t)e™ )z = 0 in R x (0, 00),
v(z,0) — g(0) = f(z) —g(0) onRT x {t =0}, (107)
v(0,t) — g(t)e™ =0 on{z =0} x {t > 0}.

Hence, if we perform the substitution w(z,t) = v(x, t) — g(t)e*, the above PDE reduces to

Wy — Wer = —(g(t)e™); inR x (0,00),
w(z,0) = f(z) —g(0) onRT x {t =0}, (108)
w(0,t) =0 on {z =0} x {t > 0}.

With the Dirichlet boundary condition along = = 0, we perform an odd extension of the initial data as follows.
Let h(z) = f(z) — ¢(0) and h(z) denote the odd extension of h(x). The above PDE then reduces to solving

Wy — Wy = —(g(t)e™ inR x (0, 00),
¢ ~(g(t)e™): (0, 00) (109)
w(z,0) = h(x). on R x {t =0},
By the Duhamel’s principle for the inhomogeneous heat equation, we then have
t
w(x,t) = / ®(z —y, t)h(y)dy — / / Dz —y,t—s)-(g(s)e*) dyds. (110)
R 0 Jr

3@
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Undoing all the transformations above, we have
u(z,t) = e "oz, t) = e (w(z.t) — g(t)e™) = e~ w(z,t) — g(t)

and hence

u(z,t) =|e /]R ®(x —y, t)h(y)dy — e~ /0/ /}R Dz —y,t —s)-(g(s)e*) dyds — g(t) | (111)

with h(z) = f(z) — g(0) and h representing the odd extension of h.
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Midterm Review.

First-order non-linear PDEs:

* Method of Characteristics.

e When does it fail and the earliest time for shock formation (discontinuous solutions).
Hyperbolic PDEs:

* Factorizing operators into linear factors and deriving general solutions.

* Domain of dependence and influence.

* Energy method for uniqueness.

* Energy method for domain of dependence.



Winter 24 Math 266B Discussion Supplements

Example 15. (Spring 15, Problem 3, Hyperbolic.) Solve for u : [0, 00) x R? that satisfies

2

ﬁul Z

i(t,x) = —u;(t,x) x € Rt (0,00), for each i

u(0,x) = (;m) , Where x = (;1> .
1 2

Suggested Solutions: Writing out the PDEs explicitly, we have

ou 0w Ou
Bt 18%1 28.%2
8u2 811,2 GUQ

U = —U2.

ot "o, T 255,

Hence, observe that if we parameterize the coordinates x; (¢) and x2(¢) using just one parameter - time, we have

with initial conditions

\.

= —ui,

d’LL1 - 8’LL1 d{E1(t) 8u1 d{EQ (t) 8u1
@ b2l = Fr =T T T gy

du2 o % diZ?l( ) 8U2 dl‘g( )8uz
i b)) = 55+ =y oz1 | dt Oz

Hence, both u; and us share the same characteristics, defined by the ODE:s:

d1‘1 (t)

= ui(t),
d ' (112)
dt 2 )

while w (£) := uy (t, 21 (t), 22(t)) and us(t) := us(t, 21 (t), 25(t)) by the PDEs satisfy

dtt (113)

By solving the ODEs in (113), we have

114
us(t) = uz(0)e™* (114
Plugging these into (112), we have
dxl(t) _ ul(O)e_t,
. dt(t) (115)
X
jt = uy(0)e ",
which we can solve to obtain ,
t) = 21(0) + u1 (0)(1 — e t),
z1(t) = 21(0) + u1(0)( e,t) (116)
22(t) = 22(0) + u2(0)(1 —e™)
By utilizing the initial data, we have
u1(0) = u1(0,21(0), 22(0)) = —2(0), 117)
u2(0) = u2(0,21(0), 22(0)) = 21(0).
Substituting these into (116), we have
t) = 21(0) — 22(0)(1 —e™ "),
£1(t) = 21(0) —w2(0)(1 = ) 118

T9(t) = 29(0) + 21 (0)(1 — e ").
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We can rewrite this as the following matrix equation

) =G ) G)
Upon inversion, we obtain

() = v (caten 107) (50): 19)

Hence, by the method of characteristics, we have

u(t,x) o=, ultx(t) = e ‘u(0,x(0) = e <_xf?(()?)) =< <(1) _01> (i;ﬁgi)

along char t (114) 117 (120)
B e 0 —1 1 1—et .

~~1+(1—-etH2\1 0 —(1—-e 1 :

(119)
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Example 16. (Fall 21, Problem 3, Hyperbolic.) Show, for a constant 3 > 0, that the PDE:
Uge + Bup — Uze +u =0, x€R,

has at most one compactly supported solution if given C? initial data u(z,0) = ¢(z) and u(x,0) = ¥(x).

Suggested Solutions:

Let u and v both be compactly supported (smooth) solutions to the PDE. Define w := v —wv. Then, w has compact
support (with supp(w) C supp(u) U supp(v)) and solves the PDE:

wy + Pwy — Wee +w =0 inR x (0,00),
w(z,0) =0 onR x {t =0},
we(2,0) =0 onR x {t =0},
Consider the following energy:

1

E(t) = 3 /R(wt)Q(ac,t) + (wm)z(x,t) + wz(x,t)dx.

We compute the time derivative of the energy as follows:
E'(t) = /R WiWit + WaWer + wwede
= /R wy (—Pwy + Wee — W) + Wawyy + wwde
=-4 /]R(wt)Q(x7 t)dx + /thwm(z, t) + wpwe(x, t)de

= - ﬂ/(wt)Q(I,t)d:c + wiwg (-, )% +/ — Wt Wy (X, ) + Wywee (x, t)da
e R R
IBP

= — wtzac7 T+ wiwg (-, )|
_ 5/}1@( () + wpy (1) %

<0.

The last inequality follows from the fact that § > 0 and the boundary term vanishes as w is assumed to have
compact support.

Hence, as 0 < E(t) < E(0) = 0, we conclude that E(t) = 0 for all ¢ > 0 and thus w = 0. Hence, u = v, implying
that the PDE has at most one compactly supported solution.
!

Remark: Note that the above argument also works for 8 < 0, but this requires a slight modification to the
argument above. Can you see how to implement the aforementioned modification?
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Qual problems for additional practice:

s ~

Exercise 21. (Fall 19, Problem 6, Parabolic.)

Consider the heat equation u; = u,,, with 2 € R and initial condition u(z,0) = H(x), where H denotes
the Heaviside function (which is equal to O for z < 0 and to 1 for z > 0 ).

(i) Prove that the solution to this problem has infinite speed of propagation. That is, show for any
y < 0 and any time ¢ > 0, that u(y,t) > 0.

[Hint: Consider the formula for the solution using the heat kernel.]
(ii) Consider the same initial condition, but now with the evolution equation
Ut = —Uggzx-

Prove that the solution to this problem also has infinite speed of propagation.

[Hint: Consider the kernel k4(x,t) whose Fourier transform satisfies
k@) = exp (—167*¢*)
You may assume the following properties of k4 : it decays at infinity, it is symmetric, and it is self-

similar (specifically, kq(z,t) = K4 (x JtY/ ) ). You may use without proof the fact that K, changes
sign and that it decays faster than any polynomial. ]

Exercise 22. (Spring 20, Problem 5, Parabolic.)
Consider the heat equation
up = Au,  Up—g = Ug

with initial data 0 < ug < M, and ug € Cg° (R™). (Recall that the notation C§° means that a function is
smooth and decays to 0 at o ).

(i) Prove that for any 7' > 0, the solution u(z, t) satisfies 0 < w(z,t) < M. Hint - use the explicit form
of the solution of the heat equation.

(i) Consider a nonnegative function ¢ € C§° (R™). Define ¢, = & ¢(x/€) with [, ¢dz = 1, and define
ue(z) = Pe * up with ug defined as above. Prove that u.(x) satisfies 0 < u.(z) < M.

Exercise 23. (Spring 22, Problem 4, Parabolic.)

Let u(z, t;y), with z, y, ¢ > 0, be a Green’s function solution of the partial differential equation

ou_, . P

ot 0x?’
with boundary conditions u(0,t;y) = 0,u(co,t;y) = 0 and initial condition u(x,0;y) = d(z — y).
By explicitly deriving a formula for the solution u, show that it satisfies the reciprocity property
u(z, t;y) = u(y, t;z).

[Note: If you make use of the fundamental solution of the heat equation in your solution, then you should
state its formula. However, you do not need to prove it.]

#
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7 Discussion 7

Maximum principles for (Nonlinear) Elliptic and Parabolic PDEs.

Maximum principles in general are results stating that the maximum of a solution must be attained at its
boundary (or a parabolic boundary for a parabolic equation). These can be used to prove some estimates on
the solutions in the interior domain, obtain uniqueness, and possibly continuous dependence on initial data.

Essentially, maximum principles rely on the fact that a local maximum cannot be attained in the interior region.
If so, one would observe a contradiction in “sign”, and hence is essentially a sign argument.

For example, at an interior maximum, u; > 0 (= 0 for elliptic equations and parabolic equations not at ¢t = T
slice, > 0 along the ¢ = T slice), Au < 0, and observe a contradiction using the PDE. However, for most
instances, there is a possibility of “degenerate solutions” and thus solutions agreeing in sign on both sides of the
PDEs. For example:

* Heat Equation: u; = Au.
—_ =~
>0 <0

* Laplace Equation: — Au_ = 0.
~—~
<0

In most cases, the method that we can use to resolve this is by means of a small perturbation that creates a
small positive term on the left (or a certain non-zero term that supports the sign of the PDE on either sides). We
will see examples of this in Example 18 and 19. Possible perturbations include (for some C € R independent of

e):

o 4eetCt

* +et,

o teetCri
o 4eetCllzl?
o Lelz|)? ...

As mentioned above, the correct choice of sign requires considering the correct perturbation such that we can
create an actual contradiction.

Note that in some cases, one might have to use an argument called the “first contact argument”. An example of
this is in Example 17.
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Example 17. (Spring 20, Problem 4, Parabolic) Let u(z,t) a C*! solution to the equation

ug(w,t) = Au(x,t) +u(x,t) — u(z,t) in U x (0, 00),
u(-,t)|ov =0 on 9U x [0, 00), (121)
u(z,0) = g(x) onU x {t =0},

where U c R? is a bounded open domain, and its boundary OU is piecewise smooth. Suppose that
0 < g(x) < k < 1foreach x € U. Prove that for all (z,t) € U x (0, 00)

@) 0 <u(x,t) <k,and

(D) [, u(z,t)?de < ([, g(z)2da) 2+,

Remark: Recall that we have done (ii) in Example 3 of Supplement 3. Hence, it suffices to show (i).
Suggested Solutions for (i):

0 < wu(x,t) for all (z,t) € U x (0,00). (Note that it makes sense to not include ¢ = 0 since we already know that
0 < u(z,0) = g(x) < k < 1, so there is no need to prove this.)

Suppose for a contradiction that there exists some (z1,t1) € U x (0, 00) such that u(z1,¢;) < 0.
Pick the “cylindrical” spacetime domain given by

Qr :=U x (0,T) (122)

for some T > t;. By the compactness of Qr = U x [0, 7], there exists (x9,t2) € Q7 such that the minimum is
attained. Since (z1,t1) € Qr and (2, t2) attains the minimum, we have

u(ze, ta) < u(xy,t1) < 0. (123)

However, since u(-,t)|sy = 0 forall ¢ > 0, by (123), (x2, t2) cannot be on JU. Similarly, since u(x,0) = g(z) > 0,
ty # 0 too. This implies that (x,t2) € Qr instead.

As a minimizing point (z2, t2) obtained in the interior of a compact set or along ¢, = T', we must have

* ui(xa,ty) < 0 (= 0if it is in the interior, or < 0 along t = ¢, = T since as a minimum point, we must have
U(Z‘Q,tg) < u(l‘g, 52) for any s < ta), and

. Au(xg,tg) > 0, with
o u?(wg,ty) — u(xa,tz) > 0 since u(wa,t2) < 0 (ie y? —y > 0 for all y < 0).

Plugging these into the PDE at (x2,t2), we have

ug(z,t) = Au(x, t) +u* (2, t) — u(x,t), (124)
—_—— —
<0 >0 >0

a contradiction.

u(z,t) < k for all (z,t) € U x (0, 00).
!

Remark: Intuitively speaking, we could use a similar argument but with an interior maximum point.
However, this implies that u; = 0, Au < 0 but we might not have u? — u = u(u — 1) < 0, since this requires
knowing a priori (beforehand) that « < 1 is also true. A fix to this is first obtain u(x,t) < 1 via a perturbative
argument, and once more to obtain u(x,t) < k < 1. However, this can get tedious and ugly real quick. A fix
to this strategy is to observe that since you want have to show that u(z,t) < x < 1, you want to be able
to use this in u? — u to show that v?> — v < 0. This is somewhat like an “induction over what you want to
show”, and the way to do this is to do a first contact argument. This is somewhat related to the continuity
method/bootstrapping in more abstract PDE settings.
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u(z,t) < k for all (z,t) € U x (0,00) by a First Contact Argument.

Fix any T' > 0. Denote the first contact time by
t.=min{t € [0,7]: Iz € U, wu(x,t)=r+4d} (125)

for any ¢ € (0,1 — ). If we can show that ¢, does not exist, for any fixed « € U, by the continuity of u(x,t) in
t, since it never crosses the line u(x,t) = x + ¢ for any ¢ € [0,7] and starts from u(x,t) < &, by the Interme-
diate Value Theorem, we must have u(z,t) < xk + ¢ for each t € [0,T]. Since = € U is arbitrary, we have that
u(x,t) < k + J. Since this argument is true for any 6 > 0, we can send ¢ — 0 and obtain u(z,t) < . Since this
is true for all ¢t € [0, T] for all T' > 0, we have that it is true for all ¢ € [0, c0)

We proceed by means of contradiction as follows. Suppose that ¢, < +oco. By the continuity of u(-,¢.) on the
compact set U (since U is bounded, so its closure is closed and bounded, thus compact), by the Extreme Value
Theorem, there exists some y, € U such that u(ys, t,) attains the maximum over u(-,t,) for all x € U. Since t,
is in the set in (125), there is some z, € U such that u(z,,t,) = x + 6.

Clairg 1: t. > 0. This follows from the fact if ¢, = 0, then u(z.,0) = x + J for some x, € U. However, for each
x € U, we have u(z,0) = g(z) € [0, k] < k + , a contradiction.

Claim 2: x, must be the maximizer over U for a fixed ¢ = t, (ie y. = x.). Proof: Suppose for a contradiction
that this is not the case. Then there exists some z, € U such that u(z,,t.) > k + 6. By the continuity (and
hence Intermediate Value Theorem since u(z,,0) < k) of u(z,,-) in time ¢, there exists some s, < t, such that
u(zy, $x) = Kk + 6, contradicting that ¢, is the infimum over the set as specified in (125). This claim thus proves
that u(z.,t.) = k + 0 and is a maximizer over the spatial domain U.

Claim 3: Qiu(zs,ts) > 0. Proof: By the definition of partial derivative from below, we have du(z.,t.) =
“(’”*’t*)_Z(”C*’t*_h). Since u(x,,t.) is the first time in which it is = x 4+ § and is a spatial maximizer, we must
have w(z., ¢« —h) < u(z.,ts), and hence dyu(z.,t.) > 0.

Hence, by the PDE, we have

e (T, b)) = Au(xs, ti) +u? (T, ) — u(Ts, ty) (126)
——_——’
>0 <0 <0

since u? —u < 0 foru = k + & < 1 (by our choice of § € (0,1 — «)), hence a contradiction. This implies that
t. = oo, and by the first paragraph, we are done.
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Example 18. (Spring 20, Problem 6, Elliptic.) If U is the n—cube {zr € R" : =1 <x; <1 foreachi=
1,2,---,n}, show that the C?(U) N C(U) solutions to the equation

—Au=—-x-Vu+1 (127)
depend continuously on the boundary data.

Specifically, show that if OU is the boundary data of the cube, and u; and us are solutions with u;(x)|sy =
gi(x), then foLany given £ > 0, there exists a § > 0 such that if ||g1 — ¢2/|z~ < ¢ on OU, then ||u; —
UQHLOO <einU.?

aNote: || f[| L () = sup,eu |f(@)] for any f € L=(U).

\. J

Suggested Solutions: Consider u; be the solutions to (127). Let w = u; — us. We observe that w solves the
following elliptic PDE:

{_Aw =—z-Vw forz eU, (128)

w($)|aU =91 — 9g2-

Note: We would like to have the weak maximum principle hold for (128) to conclude. Observe that at a
maximum for w, we have the following sign check

—Aw =—x-Vuw,
—— ~—~
>0 0

which is almost a correct solution. This necessitates a perturbative argument.

Hence, we consider the perturbed w. (z,t) := w(z,t) + ¢||z||*>. We then compute the derivatives as follows:
* V(we:) = Vw + 2ex, and
e Aw:) = Aw + 2ne.
This converts the elliptic PDE in (128) to
—Awe +2ne = —x - (Vw, — 2ex
E—Awa =—z- (Vw:— 2€(||9)U||2 —n). (129)

Let z,, be point in U that maximizes w. (which exists by Extreme Value Theorem). Suppose that =, € U. Hence,
we have Vw. = 0 and Aw. < 0 at z,. This implies that we have the following sign check:

—Aw, = —x - Vw. —2¢(||z||* = n),
>0 0 <0

a contradiction. The last inequality can be observed from the fact that since z is in the n—cube, we have each
|z;] <1, |z;|* < 1, and hence ||z||* = .1, |2;|* < n. Hence, we have the weak maximum principle for w,, that
is,
max w, < max we.
U U

In other words, the maximum is attained at the boundary of the set U.

Hence, for each z € U, we have
= w, — 2 < < = < 2< g1 — o + €.
w(z) = we —el|z]|* < m(?wa—FO < max we né%x(w+5||$|| ) < I%%X’LU—F&I%%XHQL‘H < |lg1 — g2lln= +e. (130)

This then implies that
ur — uz|[ree = [lwlle < flg1 — g2lL +e. (131)
Sending ¢ — 07, we have
Jur = uzllze < llgr — g2/~ (132)
Hence, given any € > 0, pick § = ¢ such that ||g; — g2||~ < §. We then have by (132),

lur — usl[zee < [lg1 — g2l <0 =6, (133)

3@

as required.
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Example 19. (Fall 2018, Problem 4(i), Parabolic.) For a bounded domain 2 in R™ with smooth boundary,
consider the parabolic PDE
up—Au=(1—-u);r inQx(0,00)
u(z,t) = Il(z) in 9Q x (0, 00) (134)
u(z,0) = g(x) in Q,

with ()4 := max{0,z}.

Show that if I(z), g(z) < 1, then u(z,t) < 1 forall ¢t > 0.

Suggested Solutions: This appear to be like a problem requiring the use (and proof) of the maximum principles.
Hence, we do a quick sign check!? as follows:

u — Au =(1—u)y.
0 <0 >0

v

The signs are “completely wrong” as they go in the same direction. The possible fixes are as follows:
* Deactivate (1 — u) so it returns 0.

* Use a perturbative argument to create a small positive term on the left.

By employing both fixes, we will arrive at a contradiction. To do so, we will employ them both in a single
perturbative substitution below:
Ue = u— 1 —et.

Hence, we have
* up = (ue) +e,
o Au = Aug).
These imply
(ue)e + & — Alue) = (—ue —et) 4.
Fix any T' > 0 and consider the parabolic boundary I'r := ( x {t = 0}) U (0 x [0, T]). Suppose that . attains

local maximum (exists on €2 x [0, 7] by Extreme Value Theorem) at some (., t,) not at the parabolic boundary
I'7. This implies

* (ug)e(ws,ts) > 0. If t, < T, this must be zero (since it is a local maximum over time too). If ¢, = T, this
can only be > 0 since if (ue)i (@, tx) < 0, then (ue)(z«, $») < (ue)(2«, ts) for s, < t, sufficiently close to t.,
contradicting that (., t,) is a local maximum in time ¢ too.

* Auc(z,,t.) <0 for a local maximum.
As mentioned above, we get the correct sign if u. > 0. Hence, at (z.,t.), we have

e If u. > 0, then we have
(ue)t +e — Aue) = (—ue —ety)4,
~—— ——— —}/
>0 <0 =0
a contradiction. This implies that u. > 0 obtains maximum at its parabolic boundary. This implies that
ue(z,t) = u(z,t) — 1 — et < maxu, < max (max{l(z) — 1 —et, g(x) — 1})
r e (135)
<0

since [(z), g(z) < 1.2° This implies that
w(z,t) <1+eT
for all (x,t) € U x [0, T]. By sending ¢ — 0", we have
u(z,t) <1
for all (z,t) € U x [0, T]. Since this is true for all 7' > 0, we can then deduce that
u(z,t) <1 forall (z,t) € U x (0,00). (136)

19Recall that u; > 0 if we are using a parabolic boundary formula, as it could be positive at ¢t = T'.
2ORecall that ue (x,t) = I(x) — 1 — et in 92 x (0, 00) and u. (x,0) = g(x) — 1 in Q by unpacking the substitution made.
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o If uc(ws,t.) < 0, then uc(z,t) < uc(zs,t.) < 0 for all (z,t) € Q x [0,7] as (z.,t.) corresponds to a local
maximum. Unpacking the definition of u., we have

u(x,t) =us+1+et <1l+et <1+4eT.
Sending ¢ — 0™ and since this is true for all T' > 0, we arrive at the same conclusion as in (136).

Remark: Note that this can also be done in a style similar to Example 17 for « > 0 by means of contradic-
tion.
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Qual problems for additional practice:

s ~

Exercise 24. (Fall 20, Problem 3, Elliptic.) Consider a smooth solution that satisfies the elliptic equation

{Au =u+1)(u—1) in{lz|<1}
u= f(x) on {|z| = 1},

where f is a continuous function such that —1 < f(z) < 1 on |z| = 1. Prove carefully that -1 < u < —1
in |z| < 1.

Note: It is not sufficient to simply cite the maximum principle without reasoning.

Exercise 25. (Spring 21, Problem 6, Parabolic.) Let Q@ = {|z| < 1} C R"™ and for given continuous
functions g(x) and ug(z), let u be a smooth solution of

u— A(u?) =0 inQ x (0,00)
u=g in 9Q x (0, 00)
u(+,0) = ug in Q.

Let 0 < g,ug < 1. Show that 0 < u < 1.

Exercise 26. (Fall 21, Problem 5, Elliptic.) A function f(z,t) satisfies the nonlinear PDE
Au—u® =0

on a bounded, open domain 2 C R¢ with boundary conditions v = g(z) on 9Q. Assume that u €
C?(Q) U C(), and that g(x) > 0 at some z € 9.

(i) Show that u(x) < maxxecan{g(X)} for all z € .

(ii) Consider the special case for d = 1 and €2 = [—1, 1]. By choosing appropriate boundary conditions
at g(+1), show that u(x) can attain values less than min{g(+1)}.

Exercise 27. (Spring 22, Problem 3, Elliptic.) Suppose that A is symmetric, positive definite n x n
matrix, c is a smooth vector field defined on a bounded open set U c R™, with piecewise smooth and
orientable boundary OU. Show that the PDE:

ou
72 ”8@83:] ch -

2,

with boundary conditions u(x) = g(x) for x € AU, has at most one solution that is C?(U) N C(U).

Exercise 28. (Spring 23, Problem 4, Parabolic.) Consider the nonlinear PDE
=Au—ud, zeD, 0<t<T,

where D C R" is a bounded and open set. You may assume that solutions exist and are C*' (D x (0,7))N
C(D % [0,T]). Show that the solutions of the PDE are unique.
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8 Discussion 8

@ An Introduction to Calculus of Variation.
(Evans Chapter 2.2 and Chapter 8.)

Consider the boundary-value Poisson’s equation:

—Au=f inU,
(137)
u=g onJU.

where u € C?*(U) N C(U) and f € C(U), for some open bounded subset U of R™ with a piecewise smooth
boundary.

A key concept for elliptic equations is that solution to these equations usually corresponds to the minimizer of
an appropriate functional. To see this, we consider the following energy functional:

Elw] := / <1Vw2 - wf> dx (138)
v \2
with w belonging to some admissible set given by
A:={weC*(U)NCU)|w=gondU}. (139)

The following theorem illustrates this connection.

7

Theorem 20. (Dirichlet’s Principle.) Assume that u € C?(U) N C(U). Then u solves (137) if and only if
u € Aand
Eu] = migE[w] (140)
we

with F[-] defined in (138).

The proof of Theorem 20 is important, as it generalizes to other energy functionals. Furthermore, (140) is also
known as the minimizing principle in qual problems.

Before we begin the proof, we supplement this with a lemma from real analysis as follows:

Lemma 21. (Fundamental Lemma of Calculus of Variation.) Let U be an open subset of R” and f €
cU). 1f

/ fedz =0 forall p e C(U),
U

then f =0in U.

This lemma can be proven using the Lebesgue differentiation theorem and Dominated convergence theorem,
which is beyond the scope of this class.

Proof of Theorem 20: ( = ) To show that (140), we want to show that for any given w € A, we have
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E[u] < E[w]. Equivalently, we want to show that F[u] — F[w] < 0. Hence, we compute it as follows:

Eu] — B[] = / Vul - [Vol?) - f(u - w)de

1
v 2 (
% (IVul® = |Vw|?) + Au(u — w)dz

(137)

),
),

1
= 7/ —|Vw|? = |Vu|* 4+ 2Vu - Vwdz
U

(IVul]® = [Vw|?) + V - (Vu(u — w)) — Vu - V(u— w)dz
(141)

MOl = ol = S

(IVul]® — |Vw|?) —|Vu|2—|—Vu~dem—|—/ (u—w) Vu-ndS
ou ——
ulov=wlov =9 = (u—w)|ou=0

2
<0

where we have used the fact that
2Vu - Vu < || Vaul|? + || Vw]?

by Cauchy Schwarz.
Since this is true for all w € A and u € A, we then deduce (140).

( <= ) To show that u solves the PDE (137), we proceed as follows. Fix any v € C¢°(U) (the space of smooth
functions with compact support in U) and consider

e(e) := Elu + ev].
Note that since v € C°(U), then we must have u + ev € C?(U) N C(U) with u + ev|gy = g (since v|gy = 0).
Since Flu] < E[u + ev] for any € € R, then the function e(¢) attains a global minimum at ¢ = 0. This then
implies that ¢’(0) = 0.
To use this relation, we first compute e(e) as follows:

e(e) = Efu + ev]

_ / %|V(u +ev)? — (u+ ev)fda
U

1 142
:/ —(IVul* + 2eVu - Vo + £2|Vo|?) — uf — evfdz (142)
U2
1 9 g2 9
= [ Z|Vul* —ufdx+e Vu-Vo—vfde | + = [ |Vu|*dz.
v 2 U 2 Ju
We can then compute €’(¢) to obtain
e (e) = / Vu-Vv—vfdx—l—e/ |Vo|?dx (143)
U U
and thus ¢/(0) = 0 implies
/ Vu-Vv—vfdr =0. (144)
U

Integrating by parts (divergence theorem) and using the fact that v|sy = 0 since it has compact support, we
deduce that

/U(—Au — flvde =0 forallve CX(U). (145)

Since (145) is true for all v € C2°(U), by the Fundamental Lemma for Calculus of Variation, we deduce that
—Au=f inU. (146)
Furthermore, since u € A, we also have u = g on 9U. O

#
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Remark: Note that ¢ = 0 is a minimizer of e(¢) is somewhat reflected in (143), in which we can compute
€’ (0) to obtain

e"(O):/ |Vo|2de,
U

which is positive as long as |Vv| # 0 on a set of positive measure. If that is not the case, then |Vv| = 0 almost
everywhere, and thus v is a constant function almost everywhere in U. Since v vanishes in a compact subset of
U, this constant must be zero. If this is the case, then we are just looking at the “zero perturbation to the energy
functional”, and it is expected that e(¢) is a constant, which further implies that we are essentially not utilizing

the information that « minimizes the energy functional enough.
!

Remark: From the above computations, we obtained

e'(0) = /U(—Au— fvdz.

In the calculus of variation literature, ¢’(0) is referred to the Gateaux derivative of the energy function E[] at
u in the direction v. This concept generalizes the concept of directional derivatives in calculus.
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Next, we will illustrate that we can use the minimizing principle, ie (140), to prove uniqueness of solutions to
(elliptic) PDEs. By Theorem 20, to show that solutions to (137) is unique, it suffices to show that there is a
unique minimizer for the energy functional E[-] in (140). To do so, we proceed as follows.

Let u, v be two minimizers of E[]. Observe that
2
U+ v 1 u+v u+v
E = [ = - d
e el () o ()

1 1 1 1 1
= /U§|Vu|2 + V- Vot g\qu -5 fu—5fvde

1 1 1 1 1
= /UZ|VU|2+Z\VU|2—§|Vusv|Qf§fuf§fvdx (147)

IN

1 1 1 1
/U Z|Vu|2 + Z\Vv|2 - §fu - ifvd:r

IN

Observe that the first inequality is strict if (|Vu| —[Vv|)? # 0 on a set of positive measure. This implies that “F
attains a lower energy, and thus contradicting that v and v are minimizers of the energy functional.

Suppose instead that (|Vu| — |Vv|)? = 0 (almost everywhere) in U. This implies that Vu = Vv in U. Hence, we
deduce that w = v + C for some constant C. Since u,v € A, hence u|sy = v|sy = g, which then implies that
g = g + C and thus C' = 0. Hence, we deduce that u = v, thus obtaining the required uniqueness claim.

!

Remark: In fact, the whole argument can be summarized by saying that if the energy function is strictly
convex, then E[-] has a unique minimizer. Here, a functional E[-] is strictly convex if for all w # v € A and
A € (0,1), we have

EMu+ (1 = ANv] < AE[u] + (1 — N E[v].

Remark: For more advanced concepts in calculus of variations, such as constrained optimization, Euler-
Lagrange equations, see Evans Chapter 8 or take Math 273B (for a more applied perspective of these).
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.

Example 22. ? (Spring 23, Problem 3, Elliptic.) Consider the energy functional E[u], which is
defined for all u € C%(D) N C(D) by

where D C R" is a bounded and open set. Assume that u = g(«) is known on 9D.

(ii) Starting from the minimization principle, prove that solutions to the PDE are unique.

(iii) Suppose thatn =1,D = (—1,1), and u(—1) = u(1) = 1. Find an approximate solution of your PDE

Elu] = %/D(|Vu|2+u2)dx

(i) Derive the PDE satisfied by minimizers of E[-].

from (i) that takes the form v = 1 + A(1 — z?). In other words, find the value of A that minimizes
the energy functional.

Suggested Solutions:

(i) Define the admissible class by

(i)

A:={w € C*(D) N C(D)|u = g on dD}.
If v minimizes E over A, take any v € C°(D) and consider

e(e) := Efu+ ev).

This implies that e’(0) = 0. To utilize this relation, we first compute ¢’(¢) as follows:
_1 > 2
e(e) = 5 IV(u+ev)|” + (u+ev)de
L 2 (148)
== (/ |Vu|2+u2dx> +e (/ Vu-Vv—i—uvdx) + = (/ |Vv|2+v2dx> .
2 \Jp D 2 \Jp
Hence, we have
e'(0) = / Vu-Vov+uvdz =0 (149)
D
and by applying divergence theorem and v|gp = 0 since it has compact support, we obtain
/ (—Au+u)vder =0 forallv e C°(D). (150)
D

Since this is true for all v € C2°(D), by the Fundamental Lemma for Calculus of Variation, we have
—Au+u=0 inU.

Furthermore, since u € A, we also have u|sp = ¢g. Henceforth, the PDE satisfied by minimizers of E['] is

given by
—Au4+u=0 inD,
(151)

u=g¢g ondD.
Note that (i) tells us that each minimizer of E[] satisfies the PDE (151). Here, we assume that we have
the other direction (ie solutions to the PDE are minimizers of E[-] (this is what I assume by “starting from

the minimizing principle”). Hence, if we have a unique minimizer of E[-], then we have a unique solution
to the PDE.

%
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(iii)

To show that we have a unique minimizer, let v and v be minimizers of E[-]. Then, observe that

E {uri-uz} = 1/ (IVu+ Vol* + (u+v)?) dz
2 8 Jp

1
g / |Vu|?> + 2Vu - Vo + | Vo> + v + 2uv + vdx
D

1
= g/ 2|Vul? + 2|Vo|? — |Vu — Vol? + 2u? + 20 — (u —v)?dz (152)
D
1
< g/ 2|Vul? 4 2|Vo|? + 2u? + 2v3dx
D

1 1
iE[u] + QE[’U] < glé%E[w]

Observe that the first inequality is strict if (u — v)? # 0 on a set of positive measure, which implies that
v+ attains a lower energy, thus contradicting that « and v are minimizers of the energy functional.

If (u — v)? = 0 almost everywhere, then u = v, implying that we have a unique minimizer.

Since u = 1 + A(1 — 2?), then «/(z) = —2Ax. Hence, the energy functional evaluated with this ansatz is
given by

1
mmzé/meuf+a+Au—ﬁ»mﬂ

This simplifies to

1

EM:g/(HAﬁ+mufnﬁ+ﬁﬁm
-1

and hence

4 28
Eul=14+-A+ — A2
[ =1+34+ 35

As an approximate solution to the PDE, we minimize the energy with respect to this parameter A. This is

thus obtained at A = —2;, and the approximate solution to the PDE is given by

0 2
u(x)ﬁzl—ﬂ(l—x ).
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Qual problems for additional practice:

7

Exercise 29. (Fall 18, Problem 6, Elliptic.) Let 2 be a bounded domain in R™ and consider
ue A:={uecC'(Q)u=0o0ndN, and /Qu: 1}
and consider the energy functional
B~ [ VT FuP(de

(i) Show that F(u) has at most one minimizer among v € A.

(i) Let Q := {|z| < 1} and suppose that «* minimizes £(u) in A. Show that v is a radial function.

Exercise 30. (Spring 19, Problem 8, Elliptic.) Let u be a solution of Poisson’s equation in a domain U
—Au=f

for some smooth function f(x). The piecewise smooth boundary of U can be divided into sets with
measure 0 intersection, we call these 90Uy and OUp. On 0Up, the normal derivative 2—;‘ = N(x) is
known, whereas on Up, u(x) = h(x) is prescribed.

(i) Show that u(x) minimizes the functional:
Eu] :/ 1|vu|2 — f(w)dV — Nuds
U2 N
among a set of C? functions that you should identify.

(ii) Suppose that we are studying flow in a pipe whose cross-section is the unit square |z|, |y| < 1. The
flow field solves the Poisson equation:
—Au=1.

On three of the walls of the pipe: = —1 and y = +1, we have « = 0. On the fourth wall (z = 1),

we have g—g = 0. Explain how you could use the minimization principle from (a) to calculate

optimal constants A, x1, z2, y1, Y2 in an approximation to the flow field of the form:
u(@,y) = A(rr — ) (x2 — 2)(y1 — y)(y2 — v)-

(You don’t need to evaluate your integrals to calculate A explicitly, but you should identify the constants
r1,%2,Y1, and y2.)

Exercise 31. (Spring 21, Problem 7, Elliptic.) Let 2 be a bounded domain in R™ and consider
ue A:={ucC"(Q)|u=0o0nds, and /Qu: 1}
and consider the energy functional
B~ [ VIF VP + P uto)d

(i) Show that E(u) has at most one minimizer among u € A.

(i) Let Q := {|z| < 1} and suppose that v* minimizes F(u) in .A. Show that w is a radial function.

#
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9 Discussion 9

Fundamental Solutions to the Laplace and Poisson’s Equations.
(Shearer and Levy Chapters 8.1 and 8.2, Evans Chapter 2.2.1)

Consider the Laplace equation:
—Au=0 inR".

The fundamental solution is given by

~tloglal  (n=2)
CI’(”;)::{ L1 (n>3),

n(n—2)a(n) |z|*—2 =

with a(n) representing the volume of a unit ball in R”. Note that ¢ satisfies the Laplace equation except at
z = 0, in which by direct computation, one could observe a singularity for A® at « = 0. Henceforth, in the
sense of distributions, we have

—AdP(z) = 6(x),

where §(z) refers to the “Dirac delta function”, or in rigorous mathematical terms - a Dirac measure on R"™ with
a unit mass at the point 0 (denoted by d; in this case).

Here, §(x) (formally) has the following properties:
L ) x)dx =1 for U C R" containing 0,
* Juf v f(@)d(
* [y f(x)d(z —y)dz = f(y) for U C R" containing y.

o(z f(0) for U ¢ R™ containing 0, and

These properties can be proved rigorously by viewing é(z) = dy and §(x — y) = ¢, as distributions and applying
the definition of distributions.

Next, we can construct the solution to the corresponding Poisson’s equation:
—Au=f inR"

with a sufficiently regular f, ie f € C?(R").?! The solution to the Poisson equation in R" is given by

We can see that this is formally true as follows:

—Au(z)= [ —-A®(x—y)f(y)dy= [ @z —y)f(y)dy = f(x)

Rm™ R

for each z € R™.

2102(R™) refers to a twice continuously differentiable function with compact support.
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Green’s Function for Poisson’s Equation.
(Shearer and Levy Chapters 9.3 and 9.4, Evans Chapter 2.2.4.)
(Remark: We do not cover Green’s function in 1D since this has been extensively covered in 266A.)

Consider the boundary-value Poisson’s equation:

—Au=f inU, (153)
u=g¢g ondU.

where u € C?(U), f and g sufficiently smooth, for some open bounded subset U of R with C'* boundary.

Recall the Green’s identity as follows (which can be easily derived using divergence theorem): for any u(z), v(z) €
C?(U), we have??

/Uu(xm”(l’) —v(z)Au(z)dz = /

( Ov ou
ou

) g @) ~ o) 5o (0) ) aS o).
For any two functions u(z) € C?(U) and G(x,y) (for a fixed y) on U, we have
oG ou

/Uu(x)AwG(m, y) — G(z,y)Au(x)dx = /8U u(x) 0. (z,y) — G(x, y)a(x)dS(m) (154)

The idea of a Green’s function is to pick the appropriate G(z,y) such that (154) yields a valid representation
of the solution. For instance, if we pick G(z,y) = ®(z — y) where ® is the fundamental solution to the Laplace
equation, then we have —A,G(x,y) = §(z — y).2* This implies that for any fixed y € U, G(z,y) = ®(x — y) on
x € U, which is not necessarily zero. This implies in (154), together with the fact that [,; u(z)d(z—y)dz = u(y),
we formally?* have

0P ou
u(y) = [ @ p)du)de+ [ u@) (e y) - Bla - )5 (@S
U oU Vg 8V
0G ou (155)
= / G(z,y)Au(z)dz —|—/ u(z)=—(z,y) — G(z,y) =—(z)dS(x)
U ou vy ov
Employing (155) as the representative formula for u is okay only if the value of u and g—“,j are both known,

which is usually not the case. (In fact, having both imposed might sometimes lead to lack of solutions or possi-
bly uniqueness.) Note that the second equality in (155) is valid as long as —A,G(z,y) = §(z —y) for any choice
of G.

Henceforth, the goal is to use (155) to complement the corresponding PDE to be solved. In particular, we need
either % (x,y) or G(z,y) to vanish the boundary oU for each given y € U if we do not have the corresponding
ou

information for u or 4 respectively. Furthermore, for the integral [, u(x)A,G(z,y)dz to turn into u(y), we

also require —A,G(z,y) = 6(z — y).

As an example, to solve (153), for us to employ (155) as the correct representation, we need

—A;G(z,y) =z —y).

Now;, with (155) as the representation, note that we are given © = g on 9U. What we are not given is % onU.
Henceforth, by the representation formula in (155), we want the term containing % to vanish. To do so, we

set G(z,y) = 0 for x € QU (this is to hold for each fixed y € U from the start of the argument). Hence, for any
fixed/given y € U, the Green’s function for (153) must solve

—A,G(z,y) =0(x — el,
(z,y) =0z —y) = (156)
G(z,y) =0 x € oU.
The following example illustrates the above concept, and how one can go about computing the relevant Green’s
function.

22% refers to the directional derivative normal to the surface.

23Recall that from the previous section on distributions, for a fixed y, we can view §(x — y) as a unit mass at y. Alternatively, for practical
purposes, we can “apply” this from a physical point of view.
24To derive this rigorously, we have to cut the open set up with a ball of size € centered at y. For more information, refer to Evans Chapter

2.2.4.
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Example 23. Consider U = {x € R? : 5 > 0} and the Neumann problem for the Poisson’s equation:

—Au=f inU,
(157)
% =g onJU.
ov

Furthermore, we assume that f and g have compact support, and f and ¢ are sufficiently regular such
that solutions to (157) exists.?

(i) Prove that there is only at most one C2(U) solution to (157).

(i) Compute the expression for the Green’s function for the Neumann problem in (157) explicitly.

9Proving existence of solutions to elliptic problems are outside the scope of 266B; for more information, see 266C/269C.

\. J

Suggested Solutions:

(i) Let u and v be solutions to (157) and let w := u — v. Then, we have that w solves

—Aw=0 inU,
(158)
ow =0 ondU,
ov

with w € C2(U).
By considering the following energy, we have?®

0< / |Vw|*dx
U
:/ V- (wVw) — wAwdzx
U (159)
:/ wa—w(x)dS—F/ wAwdz
ou  On U

=0.

This implies that [, |[Vw|?*dz = 0, and hence Vw = 0 in U. This in turn implies that w = C for some

constant C' in U. Since w € C2(U), by continuity up to its compact support (at which w soon vanishes),
we deduce that C' = 0. Hence v = v and the uniqueness claim follows.

(ii) Suppose that we have
—8:G(x,y) = (x —y),

then by the representation formula in (155), we have

u(y) = /UG(m, y)Au(z)dx + /8U u(a:)gz (x,y) — G(x,y)%(m)dS(x). (160)

Since % but not w is given in 90U, we would like the term associated with u to vanish. To do so, we

demand that for any given y € U, we have

oG

a—yw(:v,y) =0 forallze oU.

Hence, we would like our Green’s function to satisfy
-A,G(z,y) =0z —y) zeU,

oG (161)

Recall that picking G(z,y) = ®(x — y) satisfies —A,G(x,y) = d(x —y), but %(az, y) = 0 is not necessarily
satisfied along x € 9U. \

25Note that the expressions here make sense since ||w|| c2(@@) < +oo since it has compact support. (For unbounded domains, we do not
c
want to have co x 0 case happening and that the expressions we are manipulating are invalid since we are manipulating infinites.)

%
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In fact, one can observe by direct computation that in R?, since ®(z — y) = —5- log |z — y|, we have
1 1 1 — Y
WPz —y) = —— .

\Y (CC y) ot |x—y|2 <x2—y2
Since n = (_01> along x5 = 0 (ie U), we have for each z; € R (with G(z,y) := ®(z — y)),
9G 1 1 71— y1> ( 0 ) Y2
—((0,22),y) = V.Gn((z1,0),y) = —— . =— .
v, (»72)V) (@100 =5 =G (o) (1) =~ P

162

This is not true since yo # 0 (recall that y € U).

Henceforth, we would like an additional term with the same sign as ®(z — y), but at § := (y1, —y2). In
other words, if we let
G(z,y) = 2(z —y) + (z —9), (163)

then
—8;G(z,y) =6(x —y) + 6(x — 7).

Note that since § ¢ U, we have that §(z — §) is always zero for each « € U and thus
A, G(z,y) =0(z —y). (164)

Henceforth, the first requirement for (161) is satisifed. To check that it satisfies the Neumann boundary
condition along z» = 0, observe that from our computations in (162), we have

oG
P ((O,.%'Q),?J) :Van((‘rhO)’y)
Ve
_ Y2 T —Y2
27('(1"170) - (y17y2)|2 27T|(.’IJ]_,O) - (y17 _112)|2 (165)
_ Y2 n Y2
27((21,0) = (y1,92)[*  27[(21,0) — (y1,92)?

=0.

Here, we have indicated the contribution of ®(z — ¢) on the second term in the second equality in (165),
and use the fact that [(x1,0) — (y1, —y2)| = /(21 —91)2 + (—92)2 = /(21 —91)> + (42)2 = |(21,0) —
(Y1, y2)|-

Henceforth, the Green’s function for (157) is given in (163).

Remark: There is a more “intuitive” way to solve for the Green’s function satisfying (161) if you can map
this problem into an electrostatics problem. For instance, the governing equations for electrostatics are given

by

v-E=L
€0 (166)
V x E=0.

Here, E represents the electric field, p represents the charge density, and ¢, represents a physical constant
(called vacuum permittivity). The second equation implies that the electric field E is conservative, and hence
there is an eletric potential V' such that —VV = E. Plugging this to the first equation, we obtain

Ay =2, (167)
€0

This is precisely the Poisson’s equation, with £ as the charge density (normalized by a constant). Henceforth,
the physical interpretation of

—AV(z) =d(x —y) (168)
refers obtaining the electric potential in space corresponding to a positive point charge at y (for a given ).
The condition of requiring %—‘lf = VV .n = —F - n to vanish along a boundary is equivalent to requiring the

electric field to vanish along the boundary. In our example for which we already have a positive point charge

?
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at y, the electric field along 25 = 0 vanishes only if we have a positive charge at § := (y1, —y2).
Similarly, for the Dirichlet problem, if we would like the potential to vanish along the boundary, using the same

domain U := {z2 > 0}, a positive test charge at y needs to have a negative test charge at § := (y;, —y2) to have
the potential to vanish.2®

1

h
e ee= (#
\

Gley)= + B (x-) + ? (x-q) Grg)= +3 x-) — & (x-g)
Wx G((x110) “CP : (,P\) = &R, yY) =
cuwi-normad
ave wdicaved
e gfeen arrows)
In summary,

* For the Green’s function to vanish at a boundary, do an “odd reflection” across the boundary. i.e Subtract
®(x — ), where g is obtained upon reflection.

* For the normal derivative of the Green’s function to vanish at the boundary, do an “even reflection” across the
boundary. i.e Add ®(x — ), where § is obtained upon reflection.

26Note that electric potential has the issue that if V() is an electric potential, then V (x) + C is an electric potential for any constant
C > 0. Hence, strictly speaking, we are usually looking at an equivalent problem with C' = 0. This is consistent with physical conventions
that the potential as |x| — oo is usually set to be zero.
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Distributions and Weak Solutions.

(Shearer and Levy Chapter 9.2, Evans Chapter 3.4.1.)

Recall from Shearer and Levy Chapter 9.2 that

D := C¢°(R™) is the space of compactly supported smooth functions in R™ (a.k.a test functions).
D’ is defined as the space of distributions. In other words, each f € D’ is a distribution.

A distribution f is a linear continuous functional on D’ (ie f : D — R, ie f(¢) € R for each ¢ € D). In other
words, it has the follwing properties:

() fislinear: f(ag; + bd2) = af(¢p1) + bf(p2) for each a,b € R, ¢1, p2 € D, and

(ii) f is continuous with respect to its argument.

As a linear functional, it is sometimes customary to denote f(¢) by (f, ¢), in which we will use the latter in
the remaining parts of this supplement.

Every locally integrable function f € L| (R™) defines a distribution feD by

(f,0)= [ f(2)¢(x)da.

]R‘n,
These distributions are known as regular distributions.

Not every distribution is given by a locally integrable function. Example: f = §, (the “delta function” at 0).
These distributions are known as singular distributions.

Given a PDE, more often than not, we are unable to define differentiability in the classical sense (i.e if the
solution is only continuous, we might not be able to “differentiate” it). Hence, this motivates the notion of a
weak solution, and makes use of the fact that a weak solution is in fact viewed as a regular distribution! The
idea of a weak solution is that if sufficiently regularity on the solution is present, then this means that
the solution solves the PDE classically. We will see an example of this for a conservation law (which will be
important for the contents covered next week) as follows.
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Example 24. Consider the Cauchy problem for a 1D scalar conservation law below:

{ut—&-(f(u))z:O for (z,t) € R x (0, 00) (169)

u(z,0) = up(x) forz € R.

We have seen in Discussion 3 that it is possible for characteristics to collide, causing a jump discontinuity
in the solution u across x for some time ¢ > 0. However, if this is the “worst case scenario” for a solution,
this implies that the solution remains bounded for all x € R and ¢ > 0. Henceforth, we can expect a
solution u(z,t) € L (R x [0, 0)) to solve the above conservation law in the weak sense.

Derive the notion of a weak solution u(x,t) € L*(R x [0,00)) to the conservation law (169) above.

\.

Suggested Solution: Let ¢ € C2°(R x [0,00)) be a test function. Multiplying the PDE by ¢ and integrating over
(z,t) € R x [0, 00) yields

0= /0 /_Oo(ut + (f(u)z)e(x, t)dadt. (170)

Integrating by parts (in time for the first term, and in space for the second term), for a sufficiently regular
solution u, we thus have2’

0= /Uoo /o;u(x,t)got(x,t)dxdt/o:ouw(x,())d;z:/OOO /O:O F(w)pn(z, £)dadt. (171)

Since u(z,0) = ug(z), we thus have

_ /OOO /O:O u(z, t)or(x, t)dedt — /Z uo(x)e(x,0)dr — /OOO /Z f(w)pg(z,t)dzdt =0 (172)

Hence, we say that a weak solution u(z,t) € L*>(R x [0, 00)) if for each test function ¢ € C°(R x [0, 00)), we
have that (172) holds.

!

Remark: Here some remarks with regards to weak solutions to the scalar conservation laws and weak
solutions in general:

* Using the notion of a weak solution, we can define a relation satisfied by the value of u on the left and the
value of u on the right of a discontinuity, also known as the Rankine-Hugoniot jump condition. We will talk
more about this next week.

* In general, for higher dimensions and systems of conservation laws, it is possible for solutions to have a “delta”
jump, that is, u(x,t) ~ §(xz — s(t)) along some “jump curve” s(t). In that case, we cannot use the notion of
a weak solution, and we have to resort to dealing with the conservation law in the sense of distributions. In
fact, the solution is a “singular distribution”, or in the literature, is known as a singular shock or a 5-shock.

* For general elliptic equations, the same can be done to define the appropriate notion of a weak solution. In
that case, it is customary to NOT shift all derivatives to the test functions as this would imply that we are
looking at a really weak notion of a weak solution. For more information, see Shearer and Levy Chapter 11.2
or Evans Chapter 6.

27Here, we use the fact that ¢ has compact support, though this does not mean that ¢ vanishes at ¢ = 0.
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Qual problems for additional practice:

7

Exercise 32. (Spring 16, Problem 3, Elliptic.)

In this question, you will construct a Green’s function solution to Poisson’s equation in the domain,
[0,1] x R?, that is, solve:
Au = (z — x0)0(y — y0)d(z — 20)

in the domain 0 <z <1, —0co < y, # < co. You may assume that v — 0 as |y| — £oo or |z| — £o0, and
the boundary conditions on the walls z = 0,z = 1 are:

ou
u(0,y,2) = %|(Lyw) =0.

Seek a solution of the form:

Uy, 2) = ﬁ/ / WM, 1, m)dldm (173)

and find the function 4. You do not need to evaluate the integral (173).

Exercise 33. (Fall 16, Problem 1, Elliptic.)

Show that u(r) = —.Lr, where z € R? and r = |z|, satisfies Au = §(z) in the sense of distribution. In

other words, show that
[ u@astz)ds = o(0)

for any smooth ¢ with compact support.

Exercise 34. (Spring 22, Problem 4, Parabolic.)

Let u(z, t;y), with z,y, ¢ > 0, be a Green’s function solution of the partial differential equation

Ju n 0u

I et

ot Ox?’
with boundary conditions u(0,t;y) = 0,u(co,t;y) = 0 and initial condition u(x,0;y) = d(z — y).
By explicitly deriving a formula for the solution u, show that it satisfies the reciprocity property
u(z, t;y) = uly, t; ).

[Note: If you make use of the fundamental solution of the heat equation in your solution, then you should
state its formula. However, you do not need to prove it.]
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10 Discussion 10

Scalar Conservation Laws.
(Shearer and Levy Chapters 13.1 - 13.2, Evans Chapter 3.4.)

For a scalar conservation law of the form

the notion of a weak solution is covered in the previous discussion for a initial value problem. If « is differen-
tiable in x, we have
Ut + f/(u)uw = 07

which implies that along characteristics (z(t), ), we have

dz(t)
dit

= f'(u(z(1)))

du(t)
dt

corresponding to the speed of characteristics. Since
we have

= 0 by the PDE, w is constant along characteristics, so

dz(t

M _ putaton).
This implies that we are looking at characteristics of constant speed, with speed depending on the point along
the initial data (or boundary data) for which we are starting the characteristic line on. The above formalism
then supports solving the conservation law directly forward in time (as compared to the usual method that
we’ve done in the first few weeks by finding x(0) such that characteristics hit (z(t),t) = (z,t) for a given (x, t)
in spacetime).

Hence, as we solve the initial value forward in time, one usually encounters the following two scenarios:

* Colliding characteristics. This yields a solution that is possibly discontinuous in x. Hence, for any time ¢
after the time in which these characteristics collide, we let = = +(¢) denote the curve of discontinuity. The
Rankine-Hugoniot jump condition states that the speed?® of the curve s at time ¢ is given by

_ fws) = fw)

Uy — U

(174)

Here, u and u_ refer to the value of u to the left and right of the curve of discontinuity respectively. Such a
curve of discontinuity is a shock if it satisfies the entropy condition below:

fllus) > s> f'(ug). (175)

Physically, this condition says that characteristic curves “collide” onto the shock curve on both sides, since

f(u-) > N > f'(uy)
~—— ~——
Speed of characteristics from the left ~ SPeed of shock (curve)  gpeeq of characteristics from the right

These properties can be derived by means of a vanishing-viscosity analysis.?’

* Lack of solutions in certain region in spacetime. To “fill” up the solution in this regime, we do so by connecting
the left and right states®® with a smooth solution. This solution is obtained by looking for a self-similar (or
scale-invariant) solution to the conservation law. By searching for solutions of the form

u(z,t) = a(z/t),
we can plug this into the conservation law to see that the corresponding function for 4 is given by
a(z/t) = (f) " (z/t).

For the inverse of f’ to exist, we assume that the flux function f is strictly convex, and hence f’ is strictly
increasing. Since the conservation law is invariant under translations in space and time (ie x — x + x9 and

281n this chapter, we will use the word ‘speed’ and ‘velocity’ interchangeably.
29This is equivalent to looking for a travelling wave solution connecting the left and right state as in Shearer and Levy Chapter 12.1.
30In this chapter, we will use the word ‘state’ and ‘the value of u‘ interchangeably.
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t — t +to for any zg, ty), then we have u(x,t) = a(z/t) = (f')~! (ﬁ:—?) for appropriate choice of xy and ¢g.

For more details of the derivation, refer to Evans Chapter 3.4, page 155. Note that this is known as a
rarefaction fan connecting the left to the right state.

We say that we have a weak entropy solution if we have a weak solution such that
1. Curves of discontinuities are shocks (ie satisfying the entropy condition (175)), and
2. The speed of shocks is given by (174) (satisfies the Rankine-Hugoniot jump conditions).

Examples of how to solve the conservation law for a weak entropy solution are given below.
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Example 25. (Fall 18, Problem 7(b), Hyperbolic.) Consider the nonlinear equation
u + (u), =0

for viscous flow down an inclined plane. Solve the initial-boundary value problem in the domain = >
0,t > 0 with boundary conditions u(z,0) = 0 and «(0,¢) = 1. Here, x = 0 corresponds to a gate that
releases fluid with height «(0,t). Draw a characteristic diagram for this problem.

\.

Suggested Solutions: By the PDE, we have
up + 3u?u, = 0.

This implies that the speed of characteristics is given by

da(t)

_ 2
e 3u(t)”.

To solve the nonlinear initial-boundary value problem, we draw the characteristic diagram for small time as
follows:

sS=1

S

rad
'
r

u=1 — u=1

(A > X > X

noc, u=0 u=0

Observe that the characteristics collide for points close to the origin (z,¢) = (0,0). To determine the speed of
the shock (with u_ = 1 and u; = 0 to represent the value of u on the left and right of the “shock”), we use the
Rankine-Hugoniot jump condition to obtain

w3 —ud
52_7+:u2_—|—u_u+—|—ui:12—|—1~0—|—02:1.
U— — Uy
Since the shock curve must originate from the origin (as the characteristics close to that point starts to collide),
we have the following solution for all ¢ > 0:

(2.1) 1 forz <t,
u(z,t) =
0 forz>t.

Here, we note that the shock curve ~(t) = ¢ for all ¢ > 0 since it has a constant speed of 1 with (0) = 0. O
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\.

Example 26. (Fall 23, Problem 7, Hyperbolic.) A ferry of length L pulls up to a terminal with cars filled
to capacity at the maximum density p = 1. When the ferry docks, the gate opens and the cars leave the
ferry. Assume that the car density p evolves according to the evolution equation

pt+ (vp)e =0 (176)

where

177)

1—p forO<p<l,
v =
0 otherwise.

At the “maximum packing density” p = 1, we assume that cars are parked so close together that they
cannot move. The initial condition is then p = 1 for —L < x < 0 and p = 0 otherwise.

(i) Solve the Riemann problem for equation (176) with initial conditions p = 1 forz < 0 and p = 0
for z > 0 and v defined by equation (177).
[Hint: You may use the fact that for F(p) = p(1 — p), we have (F")~"!(x/t) = 0.5(1 — z/t).]

(ii) Use your solution in (i) to solve for p(z,t) on the interval —L < z < oo for all ¢t > 0 with the ferry
initial condition p = 1 for —L < z < 0 and p = 0 otherwise.

The solution p(x,t) should be broken down into two parts, (a) the solution during which some of
the cars are densely packed and cannot move; and (b) the solution after all of the cars have started
moving.

(iii) If you are in a car at the back of the ferry (i.e., at z = L at t = 0), what is the trajectory of your car
forall ¢t > 07
[You can break the trajectory down into the time it takes for the cars in front of you to start moving
(during which time your car cannot move) and then the trajectory that you follow once your car starts
moving. Note that the car will travel with speed v(x,t), rather than the characteristics speed that is
associated with the conservation law.]

Suggested Solutions:

(i) By (176), we have
pr+(1—=2p)pz =0

for p € (0,1). This implies that the speed of characteristics is given by

dx(t)
dt

=1-2p(t)

along characteristics, with density constant along characteristics (since dZ—(tt) =0).

To solve the Riemann problem, we draw the characteristic diagram for small time as follows:

t '\: = Rarefaciion t
\\\\?/ //
(=]
¥ > C
Pt o  p=o°
For 2 < 0, since p = 1, then % = 1—2 = —1, corresponding to characteristic lines with velocity —1.

Similarly, for z > 0, since p = 0, then % =1-0 =1, corresponding to characteristic lines with velocity 1.
From the characteristics diagram, this leaves a “gap” in which we will have to fill up the solution in it. The
correct choice here would be a rarefaction fan, with formula

T

ple.t) = (F) (/) =5 (1- 7).

t

%
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(i)

For each time slice ¢ (indicated with the red dotted lines), we see that the rarefaction fan connects the
last characteristic line emanating from 0 to the left, to the last characteristic line emanating from 0 to the
right. Since former has a velocity of —1, the left end-point at time ¢ is given by —¢, while using a symmetric
argument, the right end-point at time ¢ is given by ¢. Henceforth, the solution is given by

1 for x < —t,
plz,t) = (F) () =1(1-%) for —t<az<t,
0 forx > t.

As per usual, we will draw the characteristic diagram for small time as follows:

shock
Rarefaction

/ \W
P:O W p:l. 6 P:o i

Observe that at x close to 0, we have the same rarefaction fan structure as in (i). For x close to —L, the
two characteristics from the left (with velocity 1) and from the right (with velocity —1) collides. By the
Rankine Hugoniot jump condition, this forms a shock with speed s given by (with F(p) = p(1 — p))

Flpr) = Flpr) _0x(1=0)=1x (1=0)

= = 0.
PL — PR 0-1
This implies that the two collding characteristics from both sides of x = —L forms a stationary shock at
x = —L (since the shock speed is 0). Hence, we have the following structure for small time:
N
/
y
—
‘ Cd

P=° -L p:l o P:o

Observe that in the diagram above, the shock is always fed with characteristic lines from the left and
characteristic lines from the right (from p = 1). However, observe that past a certain time, we have the
final characteristic line from the p = 1 part of the initial data (indicated in blue) colliding with the shock.
After this time, the information feeding the shock from the right comes from a rarefaction fan with a lower
value of p.3! To compute this time, it suffices to compute the point of intersection between the shock curve
x = —L and the characteristic line x = —t. Hence, we observe that the intersection occurs at

Next, we would like to compute what happens after time ¢t = L. Here, we observe that the shock is fed
with the same information from the left with characteristic lines emanating from p = 0. On the right, on
each point of the shock curve, we find the corresponding characteristic line emanating from the rarefaction
fan as follows.

Assume that at time ¢ > L, we have the shock curve parameterized by (y(t),t), where = = ~(¢) is the
location of the shock curve. At this point, to the left of the shock curve, we have p = 0 (this piece of

31Recall that a rarefaction fan connects two states, in this case, 1 to 0, in a smooth manner, with each “line” corresponding to a different
value p. In this case, it corresponds to a lower value of p, and thus resembles a characteristic line with a higher velocity (since the velocity
is given by 1 — 2p).

3@
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(iii)

information is carried by characteristic lines from p = 0 along the initial data from the left). On the other
hand, on the right of the shock curve, we use the formula p(y(t)*,t) = 1 (1 - @) from (i). By the
Rankine-Hugoniot jump condition, we have that the shock speed (given by ~/(¢)), is given by

F(O)—F(%(l—@))_—%( —@)%(VF@) 1<1+7(t)>. (178)

N

t

'Yl(t):s: 07%<17@> B

N[

The corresponding initial data for this ODE is given by
(L) =—L (179)

corresponding to the point in spacetime for which the shock curve starts to branch out from. The solution
to the ODE is given by
~v(t) =—-2VLt+t fort> L. (180)

Hence, we have the following characteristic diagram for ¢ > L:

yd — Colide®

/

Ll

P
>

p=0 -L P=1 g p=o
Note that the shock curve and the at the right end of the rarefaction fan does not
intersect, since (t) < t for all ¢ > L and x(t) = t is the equation of the . Henceforth, we

have the following solution for all ¢ > 0: For ¢ € (0, L), we have

forz < —L,

for — L <z < —t,
(1-2%2) for —t<uz<t,

for x > ¢,

pz,t) =

O = = O

and for ¢t > L, we have
for x < ~v(t),
(1-2) fory(t) <z <t,

pz,t) = 1
for x > t.

O o= O

Here, we assume that the velocity of the car is given by the mean velocity in the macroscopic model.
Hence, along the path of a car (denoted by p(t))3? at the back of the ferry (in Lagrangian coordinates),
we have

dp(t)

—1 = V@), t) = 1= p(p(t),1).

32We use p(t) to distinguish between x(t), which we have used to indicate the path of characteristic lines. As mentioned in the hint and
in general, they are not necessarily equal.

3@
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Hence, to determine the trajectory of the car, we assume that we start with p(0) = (—L)*, that is, we
are just at the back of the bunch of cars behind the gate once the gate is open. For all ¢ < L, we have

p(p(t),t) =1 and hence d{’i—(f) = 0 and the car is stationary. This corresponds to the cars clearing through
the gate and the car at the back of the bunch would have to wait for the cars in front to first clear the gate.
Hence, we have

p(t)=—L forte (0,L).

Once the rarefaction fan starts to hit x = —L, the density starts to fall “below the maximum packing
density”. Hence, using p(z,t) = 1 (1 — £), we have the following differential equation for the kinematics

of the car of interest:

dp(t) _ 1 M) _ 1 p(t)

{1&_1—2(1—%) _§<1+"T) fort > L,
p(L) = —L.

Observe that this is the same exact ODE for the shock curve in (178) and (179) of (ii). Hence, the solution
is identical to (180) and is given by

p(t) =~(t) = —2VLt+t fort> L.

As explained in (ii), the shock curve will never intersect the final on the rarefaction fan.
Hence, the expression for p(x, t) used in forming the ODE will not change, we will have the same ODE for
all t > L. Hence, the trajectory is given by p(t) = ~(¢) for all ¢ > 0. Explicitly,

() = —L for0<t <L,
PU= ZovIi+t fort> L.
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F Nonconvex Scalar Conservation Laws.
(Shearer and Levy Chapters 13.3 and 13.4.)

Recall that to construct a rarefaction fan, we require the invertibility of the function f’, which cannot occur on
its domain if f is not strictly convex.

To resolve this, we resort to a more general form of the entropy condition as follows:

Olenik (Chord) Entropy Condition. A weak solution u(x,t) is the vanishing-viscosity solution to a general
scalar conservation law if all discontinuities have the property that
> 5>

fuw) — fw) fu) — fur)
U — Uy - U — Up

for all u between w; and w,., with the shock speed s determined by the Rankine-Hugoniot jump condition in
(174). By plugging the expression for the shock speed in, we have

flw) = () o fQu) = flur) o JCur) = )

U —u - Uy — Uy Upr — U

(181)

for all u between wu; and w,.. The graphical interpretation of condition (181) is that for a given u; and our can-
didate choice of w,., we must have that the chord joining (u;, f(v;)) and (u,, f(u,)) lie above all chords joining

(ur, f(w)) to (u, f(w)), and (ur, f(ur)) to (u, f(u)).

In general, this might not be true for a given u; and w,. Hence, the work around is as follows. Without loss
of generality, consider w; > u,. Since u, lies to the left of u, on the u—axis, we start by finding the minimum
value of u (closest to w,.) such that the “shock chord” connecting (u;, f(u;)) and (u., f(u.)) is above all chords
joining (ug, f(w;)) to (u, f(u)), and (us, f(ux)) to (u, f(u)) for all u € (u.,u;) (ie over a region for which the
curve f(u) is convex in w). By (181), this corresponds to a point for which the “shock chord” is tangent to the
point (u.,v,). Given that we are unable to pick a smaller value of u such that the graphical condition holds, we
have to resort to “following” along the concave region to form a “rarefaction curves” (remember that we can
always invert the function f’ when it is strictly monotone). This process is repeated to create the upper convex
envelope of the flux function. For u, > u;, one form the lower convex envelope of the flux function.

For example, consider the conservation law
u + (u), =0

with Riemann initial data

(2,0) w; forxz <0,
u(z,0) =
’ u, forax >0.

Suppose that u; = 1 and u,, = —1. By the “algorithm” mentioned above, we form the upper convex envelope as
follows. First, we determine the point on the graph f(u) for which the shock chord is tangent to the graph at
that point. This implies that

flw) = flw) 1% -’

3u? = f'(u) = = =12 +u+u?
U —u 1—wu

This is to be solved for u # 1 since the Rankine-Hugoniot condition is not defined for the left and right states to
be equal, and this is also an expected value given that a chord with vanishing width approaches the tangent of
a graph by calculus.

This simplifies to

2u? —u—1=0,
with solutions v = 1 or u = —%. Since u # 1, then u, = —1. Afterwards, we move “along the concave”
component of the graph to reach 1.

Since the graph is concave for u < —1/2, the graph will always lie above any chord connecting two points on
the graph. Hence, the “Olenik chord condition” can never be satisfied at any point further down with u < —1.

3@
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The following diagram further illustrates the aforementioned algorithm.

£

any ointr Yo fve
\efrof Ux=-3% '\!O‘IV‘E&
Wl a chord Fom Ua = -3

always lie velow "WEW
ance. A{U) 'S (Sivicty) contave
for u<o -
The Rankine-Hugoniot jump condition gives the speed of the shock connecting the state v; = 1 and u, = —%,
given by
~ flw) = flus) o 2 _
— p— =uj + wus + (uy) =71

Thus, the solution u(z,t) for ¢t > 0 is given by

1 for z < 3¢,
u(z,t) = —\/% for 3t <z < 3t,

-1 for z > 3t.
To determine the expression of the rarefaction fan, recall that this is given by (f')~!(x/t). The function f’(u) =
3u?. For u < 0, the inverse function is thus given by (f’)~'(u) = —,/%. Hence, the expression for the rarefaction
solution is given by

— €T
ule,t) = (f) M w/t) = =[5

Since this rarefaction fan connects —1/2 to —1, then we must have —1 < —, /5 < —1 /2, in which one can then

solve this to obtain 3¢ < z < 3t.
The solution at time ¢ = 1 and the corresponding characteristic diagram are shown below:

#
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uexe)
A
i _ - - -
Snot,
) 2 } >
o] 3
-5 +
Rarefackion
-\ + .

ghock Rarefaction

\‘%ﬂﬂ
gf;( = au*

> X
U=\ o u=-|

Observe from the characteristic diagram that in the absence of the rarefaction fan, it is possible to admit an
undercompressive shock, that is, characteristics only collide onto the shock from one direction. In engineering
literature, these are known as subsonic shocks (since the speed of the shock is slower than the speed of fluid
adjacent to it). These shocks do not satisfy the Lax entropy condition (nor the Olenik entropy condition), though
they do exists from physical experiments. To mathematically motivate the existence of an undercompressive
shock, one has to resort to including the vanishing-“something” solution to a conservation law, where we include
regularizing terms with higher order (ie u.,, such as in the KdV equation, or u,.., representing effects of
surface tension in fluids) on top of the usual viscosity term u,,. For more information, see Shearer and Levy
Chapter 13.4.
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Qual problems for additional practice:

s ~

Exercise 35. (Spring 23, Problem 6, Hyperbolic.) Consider the PDE:
U + UUy = —U

with initial condition
u(z,0) =1,2 <0; wu(z,0)=0,2>0.

(i) Show that for a smooth solution, the PDE can be written in terms of the “characteristics” variable
x=£(t) as
d _ Cdé)
Sule) = —u(E(®); 2 = ule).
(ii) Suppose that «(0,0) takes values « € (0, 1). Solve for the characteristics &, (¢) starting from z = 0
with initial value u = o.

(iii) Using your result in (ii), solve the Riemann problem with the initial condition above. Write your
answer in terms of the Eulerian variables z and t.

Exercise 36. (Spring 22, Problem 8, Hyperbolic.) Consider the following hyperbolic conservation law
for traffic flow:
us + (u(l —u)), =0,

where u is the density of vehicles and 1 — u is the mean speed of vehicles at density u. Note that the flux
of vehicles is the mean speed multiplied by the mean density.

(i) Solve the Riemann problem for the case of vehicles stopped at a traffic light that turns green at

timet=0:
1 0
u(z,0) =< " e
0, z>0.

(i) Solve the Riemann problem for the case of congestion on a road:

u(z,0) = 0.25, z <0,
1075, z>0.

(iii) In the congestion case in part (ii), suppose that you are travelling in a vehicle whose speed is the
mean speed that is described above. Your vehicle’s position starts at x = —1 at time ¢ = 0.

What is your path z(t) going forward in time?
[Hint: This is not a characteristic. Use the solution to (ii) to determine the velocity of your vehicle
before and after it enters the congestion region.]

Exercise 37. (Fall 21, Problem 6, Hyperbolic.) Consider Burgers equation u; + uu, = 0 for {z,¢ > 0}
with initial condition u(z,0) = 0 and boundary condition «(0,¢) = 1 for 0 < ¢t < 1 and «(0,t) = 2 for
t>1.

(i) Plot the characteristics coming from the ¢—axis.

(ii) What is the entropy solution for 0 < ¢t < 1?
[Hint: It should be related to the Riemann problem.]

(iii) For t > 2, there is a new structure emerging from the ¢—axis. What is it? When will it merge with
the structure from part (ii)?

(iv) Write down the full solution to the problem for ¢ > 0, satisfying the entropy condition.

%a
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Exercise 38. (Spring 21, Problem 5, Hyperbolic.) Consider the conservation law

ug + (ud), =0 inR x (0,00);
u=g inR x {t =0}.

We refer to entropy solutions as integral solutions which satisfy the Lax entropy condition.

(i) Find an entropy solution when

g(x) =1 for0 <z <1, otherwise g = 0.

(ii) Find an integral solution of the above problem that is not an entropy solution.

Exercise 39. (Spring 19, Problem 4, Hyperbolic.) Let u be the entropy satisfying weak solution of
ur + f(u)y, =0,z € Rt >0,

Ugq, x <0,
u(w,0) = {ub x>0

with f(u) = % with u,, up > 0.
(i) Show that
/bU(x,t)dw - /bu(%o)dw = t(f(ua) = f(up))
fort < T for some T" > 0.
(ii) Give an expression for T with u, < uy.

(iii) Give an expression for T with u, > uy.

Exercise 40. (Fall 19, Problem 7, Hyperbolic.) Consider the viscous Burgers equation
Ut + Uy = EUzz, T E R,
with far-field boundary conditions u(—oc,t) = Uy, and u(+00,t) = ug.

(i) Derive the equation for a similarity solution in the form of a traveling wave u(x,t) = U(z — st),
and solve for s in terms of Uy, and Ug.

(ii) Write a necessary and suffcient condition that U, and Ug must satisfy for a traveling-wave solution
to exist.

(iii) Show that the similarity solution has an additional scaling parameter . Assuming that ¢ is a length
scale, write the similarity solution in dimensionless variables with z = £

r

(iv) Compute the limiting solution as ¢ — 0.
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Exercise 41. (Spring 18, Problem 5, Hyperbolic.) Consider entropy solutions u(z,t) : R x Ry — R of
the flux-conservation equation:

ug + (f(w))e =0

with initial condition

(2,0) xz, if0<x <1,
u\xr =
’ 0, otherwise,

and flux function f(u) = “g

(i) Derive the Rankine-Hugoniot conditon for propagation of discontinuous solutions of this PDE.

(ii) Find the long time solution of the PDE. You may assume that u > 0, so f(u) is convex, and also
that at long times, the solution can be broken into three parts:

0, if x <0,
u(z,t) = S t%g (&) if0 <z <h(t),
0, ifx > h(t),

for some exponents « and 3, and positive functions g and h, all of which you should determine.
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11 Finals Revision (with Suggested Solutions.)

Scope: ((Lecture U Discussion U Homework) \ (Optional Discussion Materials)) C Qual Materials.

Exercise 42. (Fall 18, Problem 5, Modified.) Consider the following initial-boundary value problem for
u = u(x,t) in the domain {(z,t) : z > t,t > 0} :
Up — Upy + Uy =0 in R x (0, 00),
u(z,0) =2*> onRT x {t =0},
ug(z,t) =0 on{(x,t):xz=tt>0},

Find an explicit solution to this problem.

\. J

Suggested Solutions: Consider the substitution:

{y =Tt (182)

s =1t.
One can then show that
O _9%yo 950 _ 90 0
ot  0otdy otds Oy Os’
0 _yo 050 _ 0

%_Gxﬁy—i_axas oy’

By writing the PDE in the new coordinates (y, s), we have

(183)

Us —Uyy =0 InR X (0,00),
u(y,0) =y*> onR" x {s=0},
uy(0,5) =0 on{(y,s):y=0,s>0},

Since u,(0,t), we consider the even extension of the initial data across y = 0, denoted by 4, to obtain
Us —Uyy =0 in R x (0,00),
a(y,0) =y*> onR x {s=0}.

Here we have used the fact that the even extension of 3> remains unchanged (since its an even function in ).
By utilizing the fundamental solution to the heat equation, we have

a(y,s) = / T a(y &, s)ale,0)de

— 00

1 e 4
= . e sy dg

=25+ 1.

Since the restriction of the solution to any y > 0 and s > 0 is equals to u(y, s), we then have
u(y,s) =2s+y*, s>0,y>0.
Plugging the substitution back in, we have

u(z,t) =2t + (x —t)? forax >t,t>0.
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Exercise 43. (Fall 21, Problem 5 (i).) A function f(z,t) satisfies the nonlinear PDE
Au—u®=0

on a bounded, open domain Q@ C R? with boundary conditions u = g(z) on 9Q. Assume that
u € C?(Q) U C(Q), and that g(z) > 0 at some = € Of.

Show that u(x) < maxxecan{g(X)} for all z € Q.

. J

Suggested Solutions:

Assume for a contradiction that there exists some z( € ) such that

u(zg) > )rgleaa%(g(X))- (184)

Since there is some point on y € 99 such that g(y) > 0, then we must have

> > .
u(zg) > )r(réaa%g(X) >g(y) >0

Note that since 2 is an open and bounded subset of R?, then () is compact and the maximum of u € C(Q) thus
exists in Q.

If the maximum is attained only on 02, then we must have u(r) < maxxeon(g(X)) for each =z € Q, hence
u(xo) < maxyxean(g(X)), contradicting (184).

Hence, the maximum must be attained in 2, the interior of the set 2. Let z; be the one of these maximum
points. Then, we have
u(z1) > u(zg) > 0. (185)

Furthermore, as a local maximum for u € C?(2), we have

Au(zy) > 0. (186)
By the PDE, we have
Au(zr) = (u(@1))’ =0, (187)
—— —
<0 >0
<0

a contradiction. Thus, we have

u(z) < max {g(X)}

as required.
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Exercise 44. (Spring 23, Problem 4.) Consider the nonlinear PDE

w = Au — u? xeD, 0<t<T,
u(z,0) = f(z) z €D,
u(z,t) =g(z,t)  (z,t) € 9D x [0, T,

where D C R" is a bounded and open set and f and g are continuous functions. You may assume that
solutions exist and are C*!(D x (0,7)) N C(D x [0,T]). Show that the solutions of the PDE are unique.

Suggested Solutions: Let v and v both be solutions to the PDE above. Let w := u — v. Then, we observe that w
satisfies

wy = Aw — (u3 — v3) zxeD, 0<t<T,

w(z,0) =0 zeD,

w(z,t) =0 (x,t) € OD x [0,T].

3= (u—v)(u? +uwv +v?) = w(u? + uv + u?), we can simplify this to

Since u3 — v

= Aw — w(u? + uv + v?) zxeD, 0<t<T,
w(z,0) =0 z €D,
w(z,t) =0 (x,t) € D x [0,T].

Observe that since |uv| < 1(u? + v?), then
1
u? +uv + v > u? — |uv| + 0 > §(u2+v2) > 0. (188)

Next, suppose that we have w(z,t) < 0 for all (z,t) € D x [0, T]. By reversing the role of u and v, we can define
w := v — u, and show that it solves the same exact PDE (with w replaced by w). Hence, we can apply this to
obtain —w(z,t) < 0, and hence w(x,t) > 0 for all (z,¢) € D x [0, T)]. This in turn implies that w = 0, and hence
u=u.

To show that w(z,t) < 0 for all (x,t) € D x [0, T], suppose for a contradiction that there exists some (o, o) €
D x [0, T] such that

w(l'o, to) > 0.
Since w on 9D x [0,T] and D x {t = 0} is zero, then (zg,%ty) € D x (0,7] (in the interior of the parabolic
boundary, or at the interior of the time slice ¢y = T).

Observe that since u? +uv+v? > 0 (and this inequality is not strict), at a local maximum in which w(z1,¢;) > 0,
we will not be able to use this to conclude as:

wy = Aw — w (u®+uv +v?).
—_ =~ =~ ,
>0 <0 >0 >0
<0
This necessitates a perturbation argument. Consider the perturbation w. := w + ee~* for some ¢ > 0. This

implies that
wy = (wg)s +eet

and
Alw) = A(w,).

The PDE then reduces to

(we)s + e = A(we) — (we + ee™ ) (u? + uv + v?).

Let (z1,t) be the point in D x [0, T for which the maximum of w, is attained. Consider the following cases:
o Ifw.(x1,t1) +ee™ >0and x; € D, then A(w.)(x1,t;) <0 and (w.); > 0.33 By the PDE, we have
(we ) (21, 1) +ee ™ = A(we) — (we + ee™?) (u? 4 uv + v?),
—_———— NN ——

>0 >0 >0 >0 >0

33Recall that this is equals to 0 if tg < T, and > 0if to = 7.

%
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a contradiction.

* x1 € 0D, then w,(z,t) < we(z1,t1) = w(z1,t1)+ee " =ece~ " for each (x,t) € D x [0, 7] since the maximum
is attained at (x1,¢1). This then implies that

w(w,t) = we(w,t) — e’ < ele" —el) <eelr.
Since this is true for all € > 0, sending € — 0% yields
w(z,t) <0,
contradicting our initial assumption.

* we(x1,t1) +ee ™ < 0. Since the maximum of w.(x,t) is attained at (z1,¢;), this implies that for all (z,t) €
D x [0,T], we have

w(w,t) = we(w,t) — ce’ < we(z1,t) —ee! < —ee™ —eet <0.
Hence, (without sending ¢ to 0), we obtain a contradiction with our initial assumption.

In summary, our initial assumption is false, and thus w(z,t) < 0 for all (z,t) € D x [0, 7).

!
"~ Remark: Note that this could have been done by arguing that if w > 0 at (xg, %), then v > v and hence
u? + uv + v2 > 0. The purpose of doing it this way is to illustrates a perturbative argument.
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Exercise 45. (Spring 20, Problem 6.) If U is the n—cube {z € R" : -1 < x; < 1 foreachi =
1,2,---,n}, show that the C?(U) N C(U) solutions to the equation

—Au=—-x-Vu+1 (189)
depend continuously on the boundary data.

Specifically, show that if OU is the boundary data of the cube, and u; and us are solutions with u;(x)|sy =
gi(x), then foLany given £ > 0, there exists a § > 0 such that if ||g1 — ¢2/|z~ < ¢ on OU, then ||u; —
UQHLOO <einU.?

aNote: || f[| L () = sup,eu |f(@)] for any f € L=(U).

\. J

Suggested Solutions: Consider u; be the solutions to (189). Let w = u; — us. We observe that w solves the
following elliptic PDE:

{—Aw = _—r-Vw forx e U, (190)

w($)|aU =91 — 9g2-

Note: We would like to have the weak maximum principle hold for (190) to conclude. Observe that at a
maximum for w, we have the following sign check

—Aw =—x-Vuw,
—— ~—~
>0 0

which is almost a correct solution. This necessitates a perturbative argument.

Hence, we consider the perturbed w. (z,t) := w(z,t) + ¢||z||*>. We then compute the derivatives as follows:
* V(we:) = Vw + 2ex, and
e Aw:) = Aw + 2ne.
This converts the elliptic PDE in (190) to
—Awe +2ne = —x - (Vw, — 2ex
E—Awa =—z- (Vw:— 2€(||9)U||2 —n). (191)

Let z,, be point in U that maximizes w. (which exists by Extreme Value Theorem). Suppose that =, € U. Hence,
we have Vw. = 0 and Aw. < 0 at z,. This implies that we have the following sign check:

—Aw, = —x - Vw. —2¢(||z||* = n),
>0 0 <0

a contradiction. The last inequality can be observed from the fact that since z is in the n—cube, we have each
|z;] <1, |z;|* < 1, and hence ||z||* = .1, |2;|* < n. Hence, we have the weak maximum principle for w,, that
is,
max w, < max we.
U U

In other words, the maximum is attained at the boundary of the set U.

Hence, for each z € U, we have
= w, — 2< < = < 2< g1 — o +E.
w(z) = we —¢l|z]|” < maxwe +0 < maxw. = max(w +el|z(]”) < maxw+emax||z]|” < |lg1 - g2~ +e. (192)

This then implies that
ur — uz|[ree = [lwlle < flg1 — g2lL +e. (193)

Sending ¢ — 07, we have
[ur — uallLe < [lg1 — gall Lo~ (194)

Hence, given any € > 0, pick § = ¢ such that ||g; — g2||~ < §. We then have by (194),

lur — usl[zee < [lg1 — g2l <0 =6, (195)

7@

as required.
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problem:
Upp — 2Upr — 15Uz = 0 inR x (0, 00),

u(z,0) = ¢(z) onR x {t =0},
ug(x,0) = ¢(x) onR x {t =0},

(i) Derive a formula for u in terms of ¢ and v, when ¢, ¢ are C?.

(ii) Next, consider the boundary value problem below:

it — 2Ugt — 1DUgy — up + 2024u = f(x,t) in (0,1) x (0, 00),
u(0,t) = a(t) on {z =0} x [0, 00),

u(1,t) = b(t) on {z =1} x [0, 00),

u(z,0) = ¢(x) on [0,1] x {t =0},

ur(x,0) = P(x) on [0,1] x {t =0},

with a(t), b(¢), #(x), ¥ (x), and f(x,t) sufficiently smooth.

Show that a smooth solution to (197) must be unique.
Hint: Consider the most general form of the associated energy:

1
B(t) = / () (2, £) + g () + fu(a, t)da

for some appropriate choice of positive constants o and 3.

\.

Exercise 46. (Spring 23 Problem 8 and Fall 21 Problem 4, Modified.) Let u(z,t) solve the initial value

(196)

(197)

Suggested Solutions:

(i) Observe that we can factorize the operator into

9 0 o 0
One can then show by a change of coordinates that the general solution is given by

u(z,t) = f(x +5t) + g(x — 3t).

Plugging both initial conditions, we have
{f(fv) tylx) =
5f(x) =3g'(x) =
Integrate the second equation from 0 to obtain
51(2) ~ 39(e) = 51(0) = 39(0) + [ v(5)ds
Solving these two equations simultaneously, we have

{f(cv) = 2O=300) | 1 1%y (s)ds + 2¢()

(),
().

< ©

g(@) = M Ly w(s)ds + ()

and hence
x+5t

w(z, t) = gd)(x +50) + gq&(az —30) + é/ (s)ds.

—3t

(ii) Let u; and uy be solutions to (197). Then w := u; — uy satisfies
Wiy — 2Wgy — 15Wee — wy + 2024w =0 in (0,1) x (0, 00)
u(0,t) =0 on {z =0} x [0,00)
u(l,t) = on {z =1} x [0,00)
u(xz,0) =0 on [0, 1] x {t = 0},
u(z,0) = on [0,1] x {t =0}

)

)

b

b

)
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Consider the energy
1
E(t) = / (wt)2 + a(wz)2 + ﬂw2(m,t)dx
0

for some choice of positive constants « and 3 to be determined later. Compute
1
E'(t)= / WiWy + QW W + fwwyde
0
1
= / Wi (2Wat + 15Wes + we — 2024w) + awzwys + fwwrde
0

1 1 1
— / (wt)2dx + / 15w, wy + cwpwyda + / (8 — 2024)wwdzx.
0 0 0

Pick a = 15 and § = 2024, Observe that the second integral above becomes 0 upon integrating by parts
and utilizing the fact that the boundary term vanishes. This implies that

1
E'(1) :/ (w,)dz < E(#).
0
By Gronwall’s inequality, we have
E(t) < E(0)e" foreacht > 0.

Since E(0) = fol(wt)Q(x, 0) + 15(wz)?(z, 0) + 2024w?(x,0) = 0 by the initial data (w(z,0) = w¢(z,0) = 0,
which upon differentiating with respect to z, also gives w, (x,0) = 0). Hence, we have

0<E(t) =0

for all ¢ > 0 and thus F(t) = 0. This implies that w = 0 (since w appears directly in the energy and each
term of the energy is non-negative as the constants picked are positive!) and hence u; = uy forall ¢t > 0
and z € [0,1].
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Exercise 47. (Spring 21, Problem 4.) A field u : [0, 00)? x [0,00) — R satisfies the wave equation

Pu_ ot o
o2 0x? " O3’

with boundary conditions : © = 0 on x5 = 0 and % =0onz; =0.

Suppose that at ¢t = 0, the functions u(-,0) and 38—7;(-, 0) are compactly supported on \/z% + z3 < 1. Find
the compact support for v at time ¢.

If you make use of results for the domain of dependence of a solution of the wave equation, then you
should prove them.

Hint: Do relevant extensions of the initial data and prove a domain of dependence result in 2D.

\

Suggested Solutions:

Since u((z1,0),t) = 0forall ¢ > 0 (and z; > 0), by differentiating with respect to time, we have u;((x1,0),t) =0

for all ¢ > 0 too. Similarly, we have 8%((0, x2),t) = 0 and %((O, x2),t) = 0 too. Hence, we consider the odd
extension of the initial data across xo = 0 and the even extension of the initial data across x; = 0 (here, initial
data refers to both u(-,0) and %@‘(3 0)). Hence, it suffices to consider the initial value problem:

Pu_ o o
o2 0x3 " Ox¥’
with initial data u(-,0) and 2%(-,0) compactly supported on /2% + 23 < 1 with (21,22) € R% (The compact

support of this new equation is the compact support of the origin equation on the first quadrant upon restricting
the solution to the first quadrant.)

Claim: The compact support is given by B(0, 1+ ¢) (an open ball of radius 1+ ¢ centered at 0 at a given time ¢).
To prove this, it suffices to prove the following domain of dependence result:

Lemma: (Domain of Dependence.) Fix any (zg,%p) € R? x [0,00). If w = w; = 0 on {t = 0} x B(z, 1), then
we have that w = w; = 0 in the backwards cone K (x,ty) given by

K(l’o,to) = {(l‘,t) € R2 X [O,to} : |CE — 1’0| < (to — t)}
Here, w solves the wave equation:
Pw 0w n 0%w
o2 ox?  Oxd’

In other words, the speed of propagation is given by 1.

Consider the local energy defined by

e(t) = / wi(z,t) + |Vw|?(z,t)dw.
B(zo,to—t)

2 2
Recall that |[Vw|? = Vw - Vw = <§—;”1) + (g—;;) . By applying the Reynold’s transport theorem, we obtain

! = ngz w2x X ’LUQI ’lU2IZ7 nx) - x x
‘= G vePE)des [ e Vel 0m@) - VE)se)

where V (z) is the velocity vector on a point on the surface, and n(z) is the unit outward-pointing normal vector.

%
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The first integral can be computed to obtain

0
/ — (wt2 + \Vw\Q) dr = / wiwy + Vw - V(wy)dz
B(zo,to—t) ot B(zo,to—t)

= w(Aw) + V - (wVw) — wAwda
~ B(zo,to—t) () (we '

Wave Equation

= / V- (wVw)(z,t)dz
B(zo,to—t)

= wy(z, t)Vw(x,t) - n(z)dS(z
CO R CUNTCDRICIEE

Divergence Theorem

< / |we|[Vw(z, t)|dS(x).
OB (zo,to—t)

The last inequality is obtained by using Cauchy-Schwarz and the fact that n has magnitude 1 since it is the unit
normal to the surface of the ball. On the other hand, the second term can be computed by

=/ (wi (x, 1) + |Vw|?*(z, 1)) (n(z) - V(z))dS(z)
aB(&vo,tgft)
_ _/ (w(z, ) + |[Vw[2(x, 1)) dS(x).

OB (0,t0—t)

Here, we have used the fact that the unit normal is pointing in the radial direction and in the opposite direction
as the velocity vector, and the velocity vector has magnitude 1 (as obtained by computing the speed at which
the boundary moves inwards). Combining the two terms, we thus have

wi(z,t) _ |[Vwl*(z,t)
2 2

et) < / |we(z, V)| Vw(z, t)] — dS(z) <0
aB(Io,t[)*t)

by Cauchy-Schwarz inequality, since |w;||Vw| < %? + %. Hence, since ¢’(t) < 0 and hence 0 < e(t) < ¢e(0) =
0. This implies that w; = w, = 0 on the cone K(zo,ty), and by employing the standard arguments, one can
deduce that w = 0 on the cone K(xg,ty). This concludes the proof of the lemma and justifies the claim on the
support of u at time ¢. For the original problem, by restricting the solution obtained to the first quadrant, we
thus have that the support is given by

B(0,1+¢t) N {(z1,22) : 1 > 0,22 > 0}.



Winter 24 Math 266B Discussion Supplements

Exercise 48. (Spring 21, Problem 5 (i).) Consider the conservation law

u+ (1), =0 inR x (0,00);
u=g inR x {t =0}.

We refer to entropy solutions as integral solutions which satisfy the Lax entropy condition.

Find an entropy solution when

glx)=1 for0 < x <1, otherwise g = 0.

\. J

Suggested Solutions:
For small ¢ > 0, we have a shock forming around = = 1, and a rarefaction fan forming around = = 0. The shock
has speed stipulated by the Rankine-Hugoniot condition as:

3 3

Uy, —u_
5:+7:u3_+u+u_+u2_:12

Uy —U—

since the left state has value 1 and the right state is at 0. The rarefaction fan’s formula can be determined using

flu)=3u?  (f) Hu) = \/gfor u > 0.

0 for r < 0.

(1) = 3; for0 <z <3t
1 for3t <z <t+1,
0 forx >t+1.

From the formula above, we observe that the right end of the rarefaction fan at + = 0 collides with the shock
curve when 3t = t + 1, ie t = 1. Afterwards, the left state feeding into the shock curve originates from the
rarefaction fan.

Parameterize the resulting shock curve for ¢ > 1/2 by (v(t),t). The right state feeding into the shock curve
remains unchanged at v = 0 (since it comes from u = 0 from z > 1), while the left state is given by

N0}
3t

from the rarefaction fan formula above. By the Rankine-Hugoniot jump condition, we have that the shock speed
satisfies (since uy = 0)

t)
! t) = _ 2 _ L
V() = (o) =
with initial condition v(0.5) = 1.5 (here, 1.5 is obtained as the value of x during the time of collision, ie 3 x 0.5
or 0.5 + 1). The solution to the ODE above is given by

3 13
Henceforth, the solution for ¢t > 1/2 is given by
0 for x < 0.
u(z,t) = 5 for0 <z <~(1),
0 for x > ~(¢),

with ~(t) defined above.
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